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1 INTRODUCTION  

This dissertation studies the impact of time-based order lead time flexibility on 
profitability in the field of electronic equipment and the appliance manufacturing 
business sector. First, this chapter briefly introduces the evolution of competition 
in past decades and what the role of time-based competition in the process of this 
evolution has been. Second, the background of the study and motivation behind 
its selection is explained. Third, the research questions and objectives are present-
ed. Fourth, the limitations and scope of the study are discussed. Fifth, the signifi-
cance of the study is shown. Sixth, the main concepts of the study are described. 
Lastly, an overview of the structure of the rest of the dissertation is given.  

1.1 Evolving complexity of competitiveness 

Competition has intensified dramatically over the last decades, even in domains 
that, in the past, were considered as evolving only slowly. Firms have to compete 
to maintain their existing prosperity, and even more to enhance it (Porter 2008). 
They must deliver value to their customers to stay competitive. The firm’s value 
in terms of the customers is to meet or exceed their needs. The value for the com-
pany is to do so efficiently. For this purpose every company has a strategy that is 
focused on competition (Porter 1980). This strategy may have been developed 
explicitly thorough a process, or it may have evolved through the performances of 
the various functional parts of the order delivery process (Porter 1980). Evidently, 
the pace of changes accelerated by globalization is reaching all forms of business-
es (Hopp and Spearman 2000; Friedman 2005). More and more firms have found 
themselves competing in an environment where the traditional dimensions of 
competition are no longer self-evident (Stalk and Hout 1990; Suri 1998; Hand-
field 1995; Fine 1998; Hopp and Spearman 2000). As competitive advantage has 
become temporary, businesses have to evolve to meet the new challenges or they 
face  extinction  (Fine  1988).  In  this  day  and  age,  it  is  obvious  that  the  efficient  
utilization of labor, material and equipment, together with increased focus on the 
internal and external quality activities are not enough to keep businesses ahead of 
the competition. As traditional dimensions like cost and quality have remained 
critical, time has evidently become one of the most relevant pillars of the compe-
tition in most business domains (Hopp and Spearman 2000). Rapid development 
of new products, together with fast customer order deliveries, are the pillars of 
time-based competition (TBC) (Stalk and Hout 1990; Blackburn, Elrod, Lindsley 
and Zahorik 1992; Stalk and Webber 1993; Hopp and Spearman 2000). Research 
on the creation of competitive advantage and value for customers has been the 
interest of many researchers in both the academic and manufacturing world. Re-
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searchers like Stalk and Hout (1990), Blackburn et al. (1992), Suri (1998), Hand-
field (1995) and Fine (1998), have emphasized the essence of time in competition. 
Some researchers like Stalk and Webber (1993) and Fine (1998) have also under-
lined the negative effects of focusing intensively only on being fast.  

1.2 Background and motivation  

Background. On  time  delivery  (OTD)  along  with  profit  have  always  been  the  
key measurements ever since I started to work in the field of electrical equipment 
and appliance manufacturing in 1997. Throughout the years, different process 
improvement and optimization initiatives such as inventory, manufacturing, of-
fice, factory, and supply and value chains were conducted all over the global or-
ganization. These initiatives were based on different approaches like Theory of 
Constraints (TOC), Six Sigma (6 ), Toyota Production System (TPS), Lean man-
ufacturing, and Sales and Operations Planning (S&OP). Despite the different ap-
proaches taken, all improvement projects have had two common targets. These 
targets have been the increasing of profits and decreasing the lead time.  

In a time of economic boom many firms, including electrical equipment and ap-
pliance manufacturers, experience an increase in demand. When demand exceeds 
the available capacity many firms tend to increase the order backlog by selling 
with longer lead times. Increased order lead times can cause issues with on time 
deliveries and thus customers are more likely to try alternative suppliers, and in 
the worst case even change the preferred supplier for an alternative one. The loss 
of sales due to inadequate product or service delivery times is difficult to quantify 
with the existing system data.  Even so,  it  is  obvious that reduction of order lead 
times means fewer inventories, less rework, higher quality, and less overheads, 
which ultimately has impact on the bottom line, as less costs (Handfield 1995), 
the impact of time for a specific order line and item cannot be quantified with the 
rule of thumb. Despite the fact that the overall benefits of TBC and quick re-
sponse manufacturing (QRM) have been documented, previous research on cost 
benefits is quite limited (Tubino & Suri 2000).  

Motivation. During my time as a consultant in a corporate operational excellence 
group I needed to find concrete evidence on the impact of lead time. In order to 
get concrete evidence, I started to systematically collect project results from dif-
ferent projects on which our internal experts had been working. The focus was to 
collect the status of the customer order lead time (COLT), production lead time 
(PLT) and OTD before and after the project in order to indicate the changes. At 
the same time, I collected the calculated net present value (NPV) for the projects. 
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As a result, I was able to build a list of lead time improvement that contained re-
sults from 15 different projects from the years 2000-2007. The collected values 
were not available in all of these projects. Thus, all projects could not be analyzed 
at  all  levels.  However,  as  shown in  Figure  1,  the  analysis  of  the  results  in  nine  
different projects indicates the possible connection between lead time reduction 
and improvement in OTD. 

 

Figure 1.  Project specific changes of COLTs, OTDs and achieved OTD levels. 

Similarly, as in Figure 1, the PLT reduction appeared to have mostly positive im-
pact on OTD figures in Figure 2. 
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Figure 2.  Project specific changes of PLTs and OTDs. 

Also the lead time improvement in 15 different projects indicated that lead time 
reduction had positive impact on OTD (Figure 3). 
  

  

Figure 3. Impact of lead time improvements on OTD improvement. 
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Figure 4. Impact of lead time improvements on OTD improvement. 

The preliminary analyses on the lead time impacted OTD. In this industry, im-
provement in OTD does not only mean satisfied customers but also better profita-
bility through less late delivery penalties. The lead time is also likely to impact on 
the profitability through less capital being tied up in inventories, less inventory 
holding costs and higher throughput. Even though the preliminary results were 
encouraging, the level of detailed information was limited. Also the cost savings 
and productivity improvement figures used for the NPV calculations were only 
indicative and calculated values. All this combined with the fact that during the 
years 2005-2007 firms operating in electrical equipment & appliance manufactur-
ing experienced a significant peak in demand, motivated me to examine the lead 
time impact in more detail.  

This economic boom definitely changed the balance in the scale of the three com-
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tion and markets in the business sector. As such, the importance of speed in the 
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sion than in the past.  

During that period the pressure on order lead times became obvious through cus-
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speed in the order lead time was really essential. Many firms had already spent 
endless hours trying to benchmark the competition to achieve best practice com-
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petitive strategy for their business, only to discover that they had only limited 
access to information on their competitors. Limited business intelligence on com-
petitors´ order delivery processes and their profitability provided no further in-
formation on the competitive advantages of different order lead times. However, 
this dead-end turned the focus towards highly sensitive information that could be 
made available through existing business contacts. The available information was 
on order delivery and financial information within the global electronic equip-
ment and appliance manufacturing firm. Here especially, the possibility to explore 
the speed of order delivery and profitability in detail raised interest in future re-
search work. 

1.3 Research objectives and questions 

Objective. The objective of this dissertation is to create understanding on how 
time is used in everyday operations in the electrical equipment and appliance sec-
tor. It focuses also on what kind of impact time has had on the profitability of the 
case firms. This study approaches the objective by constructing a five step model 
that is followed throughout this research. These steps are to: 

1. Conceptually analyze and define the main concepts of the study. 

2. Analyze and integrate existing literature on time-base competition and quick 
response manufacturing to build understanding of the context area of the re-
search and review the opportunity for research. 

3. Select the research approach, build a theoretical framework and make hypoth-
eses on the use of order lead time and its impact on profitability. 

4. Conceptualize the method of analyzing and testing the hypotheses in the order 
delivery process of electrical equipment and appliances. 

5. Test the concept on case units that meet the criteria set for the research in the 
field of electrical equipment and appliance manufacturing. 

The objectives of this research aim predominantly at understanding the way in 
which the different case firms in the electrical equipment and appliance sector 
could benefit, as whole, from sharing best practice information on time-based 
strategy benefits in this focus area. 

Research questions. Prior research on time-base competition and quick response 
manufacturing raised the first research issue in the field of electrical equipment 
and appliance manufacturing. The first thing that needed to be tested in one way 
or another was evidence of whether the selected case firms in the electrical 
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equipment and appliance sector were using time to provide competitive advantage 
over their competitors. This was followed by the need to understand whether the 
case firms were charging customers price premiums for faster order lead times. 
Finally,  knowledge and understanding of the way the different case firms in the 
field of electrical equipment and appliance manufacturing were operating under 
the impact of time was tested from two perspectives: (1) profitability and time, 
and (2) customer satisfaction and time.  

This research setup was explored with the following four research questions: 

1. Do the case firms deliver similar products with significantly diverging order 
delivery lead times for different customers and customer groups? 

2. Do the case firms ask for a price premium if the customer order lead time is 
shorter? 

3. Is it more profitable for the electrical equipment and appliance case firms to 
handle order deliveries with a shorter lead time? 

4. Are customers more satisfied with firms that can deliver similar products with 
significantly diverging order delivery lead times? 

The first research question is focused purely on testing the use of lead time at the 
case firm level for selected customer levels. The purpose of this research question 
is to identify two lead time-related flexibilities. First, this research question is 
used to identify if individual case firms are offering significantly diverging lead 
times for different customers and customer segments.  Secondly, it is used for 
showing if lead time flexibility is offered for selected customers. In other words, 
if a selected customer is offered significantly diverging lead times depending on 
the order.  

The second research question focuses on the value side of the lead time. Here, the 
focus is on the price. Even though researchers like Suri (1998) disagree with pre-
mium pricing faster lead time orders, the temptation to do so exists. Today, more 
and more companies are able to change their prices in real time to capture the full 
possible value of goods and services (Sahay 2007). In this case study research, the 
price was a measurement of what customers were paying or charged by the case 
firm for the product delivery. In order to test the presence of premium pricing, the 
price’s relation to the lead time was analyzed. The purpose of the second research 
question is really to see if price premiums were paid by the customer or charged 
by the case firms on faster product delivery lead times. With the help of the first 
and second research question the use and pricing of the lead time is studied, 
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whilst the third and fourth research questions focus on the second part of the re-
search problem: What have the benefits of time been? 

The third research question is used for testing the correlations between the speed 
of order lead time and profitability. This was done by testing the correlation of the 
order lead time and the reported profitability of the order.  In this way, the study 
was able to scale the time and profit on the 2-axis plot and indicate the correlation 
with scatter plots and calculated correlation figures. 

The fourth research question compares the connection of the strategies chosen by 
the case firms with measured overall customer satisfaction. A comparison of 
time-based strategies and customer satisfaction was made for the year 2007. This 
was the year when all the case firms recorded order deliveries for analysis.   

These four research questions of the study were approached by developing a step 
by step model to collect and analyze the case firms’ order delivery information. 
The focus of this approach was to identify opportunities among different custom-
ers and customer segments, recognize the potential of current operations and to 
point out the benefits.  

Figure 5 illustrates the research questions and process for the study. In the main 
question column on the left are the main questions.  In the second, data collection 
column, the first three approaches for building understanding of demand man-
agement strategies can be seen. The sub-questions in the third, sub-question col-
umn, were to build up understanding of the deviations in lead times, prices, and 
their impact on profitability. In the fourth, analysis column the approaches for 
answering the sub-questions are identified. The fifth, sub-implications column, 
summarizes the different demand management results. It enables linkage to the 
second, sub-questions column and to the last, implications column. This allows 
conclusions to be drawn about the overall implications of the conducted inter-
views and data analyses. 



 Acta Wasaensia     9 

  

 

Figure 5.  Research questions of the multi-case study. 

1.4 Scope and limitations of the study 
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to this fact, two out of the three case firms were unable to connect component 
purchases on specific orders and order lines, which made the comparisons incon-
venient. 

In order to obtain an applicable framework to analyze the impact of speed of or-
der delivery on profitability and customer satisfaction, the study scope had to be 
narrowed to firms operating with the same principles and in a similar environ-
ment. In order to do so, several limitations were needed. 

Limitations. First, this study concentrates on global electrical equipment and 
appliance manufacturing. This means that the results are not necessarily generisa-
ble as true in other businesses.   Second, the study focuses on firms based in the 
same country, Finland. Third, the study investigates firms operating only on a 
build to order basis. This leaves out all other firms that were operating on a make 
to stock basis and satisfying the customer demand directly from stocks. Fourth, 
the study focuses only on selected main products, product families and customers. 
This case study focuses on main volumes and customers and thus does not con-
tain the entire offering of the case firms nor the complete customer base.  

The study also has several case firm related limitations. First, the case firms 
should not have changed the operation basics for the selected products and prod-
uct families during the analysis period. With this limitation all the major changes 
that could affect the results were limited, as well as the number of possible case 
firms, to an amount that could be handled in the study. Second, the analyzed 
products should have remained the same without any major changes to the prod-
uct structures during the analyzed time horizon. This leaves out products with 
time-based manufacturability changes during the period of analysis. Third, all of 
the selected case firms had to be profitable during the period of the analyses. This 
means that the firms were focusing on growing profitable business instead of fo-
cusing purely on the cost saving initiatives. Third, all the case firms had to be able 
to deliver the requested data in a format whereby it could be analyzed.  

The gathering of research data was limited to the period 2005 to 2008. However, 
the time horizon of three to five years, proposed by Porter (2008), was too long in 
the area of electrical equipment and appliance manufacturing. Three to five years 
was too long a horizon due to the fact that the life-cycle for many of the products 
in electrical equipment and appliance manufacturing changes in shorter cycles. 
First of all, in this focus industry, dynamic forces like market requirements and 
relentless competition produce several changes. Many of these firms were com-
pelled to develop products in an ever shorter life-cycle time just to stay competi-
tive. Frequently in this field of business the products are constantly changing, 
with new features, versions and components. Secondly, modules, parts and sub-
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assemblies vary, depending on the supplier contracts and agreements. Thirdly, 
manufacturing methods, techniques, equipment and work schedules change, de-
pending on the market maturity for specific products. Fourthly, the value offering 
points of the products tend to change with changing market demand and competi-
tion. Fifthly, the reporting and control systems change due to systemic changes, 
bureaucratic and organizational rigidities. For these reasons the selected time pe-
riod needed to be limited to a time span where the selected product families and 
production lines had not undergone any major changes that would have signifi-
cantly impacted on the research results. Thus, this study conducted analysis in 
case firms that had the same economic background and were operating in the 
same type of business environment. 

1.5 Significance of the study 

This study is of significance to the build-to-order (BTO) type of manufacturing 
domains as it extends the knowledge base that currently exists in that field. The 
opportunities of time-based competition (TBC) or quick response manufacturing 
(QRM) are relatively unexplored in the field of electrical equipment and appli-
ance manufacturing, where most of the firms are operating on a BTO basis. Firms 
in the field of study have made successful efforts to tackle internal costs with 
Lean and Quality with Six Sigma principles. In this day and age, it is not neces-
sarily enough to focus only on internal optimization. As customers are more 
aware of how fast they can get the product or service, it has become clear this will 
influence their buying decisions, together with the price and quality. Today, the 
focus ought to be satisfying customers in all three dimensions. Thus, if you are 
able to give the customers what they want (price and quality), when they want it 
(speed), with understanding of why they want it (business intelligence), you are 
likely to succeed.  

This study provides the means for testing the current operation impact on profita-
bility and customer satisfaction in the field of electronic equipment and appliance 
manufacturing, as well as for other fields. The study is needed to bring product 
delivery processes within electrical equipment and appliance manufacturing clos-
er to the customer needs. As such, it enables the electrical equipment and appli-
ance product delivery processes to meet or even challenge the growing competi-
tion in this field of operations.  
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1.6 Research structure 

This research consists of six chapters. The first chapter introduces the subject of 
the research, describes the research problems and objectives of the research, pre-
sents the scope and limitations of the research, proves the significance of the re-
search, shows the definition of the main concepts and clarifies the structure of the 
research. In the second chapter the competitive advantage for industries is pre-
sented, and time-based competition literature is reviewed. The third chapter re-
views the business opportunity of time in fulfilling customer demand and propos-
es three main hypotheses for further testing. The fourth chapter describes the ap-
proach of the research, environment of the conducted research, sources of the 
acquired data, methodology of the data collection, methods of data analysis, data 
interpretation, and the validity and reliability of the analysis. The fifth chapter 
presents the results of the tested four hypotheses in three different case firms. The 
sixth, and last, chapter introduces the conclusions of the case study, compares the 
case firms with others, indicates the managerial implications and proposes future 
research areas. 



 Acta Wasaensia     13 

  

2 TIME-BASED LITERATURE REVIEW 

2.1 Literature review approach 

This chapter concentrates on the conceptual context of time as a competitive 
characteristic, namely reviewing the literature on time-based competition and the 
impact of order delivery speed on the firm´s profitability. The chapter presents an 
overview of relevant previous research on how time has been used and what prior 
research has claimed in terms of the impact of time on businesses in general.  

A review of existing literature in this study is divided into two parts. Section 2.2 
discusses briefly the link between time and manufacturing processes with case 
examples and introduces some of the most known techniques and approaches that 
emphasize the importance of time in manufacturing. In Section 2.3 the literature 
review is taken deeper into time-based manufacturing and competition. This is 
done by using Harzing’s Publish or Perish tool.  Section 2.4 focuses on different 
literature approaches that try to quantify the benefits of time and the impact of 
time on other areas of performance. Section 2.5 introduces the basic requirements 
for building competitive advantage. In Section 2.6 the literature review studies 
different manufacturing strategies. Here, the focus is on how the re-balancing of 
the different manufacturing capabilities could build competitive advantage. Sec-
tion 2.7 summarizes the literature review and presents research gaps in terms of 
this dissertation.  

2.2 Time as an approach for creating competitive 
 advantage 

Time is often a common aspect in sources of advantage when firms continually 
search for the elusive combination of resources and capabilities that yield differ-
ential financial performance (Thomas 2008). A number of firms like AT&T, 
General Electric, Hewlett Packard, Northern Telecom, Toyota and Seiko have all 
recognized the importance of shorter delivery lead times in providing strategic 
advantage (Bowel et al. 1988). In 1986, Northern Telecom discovered something 
important about their company. They found that all the things that were vital to 
their long term competitiveness had one thing in common; time. Every improve-
ment they wanted to make had something to do with squeezing time out of their 
processes. Suddenly, it was very clear that what they needed to do to satisfy their 
customer needs was the ability to do things faster. Ever since, the people at 
Northern Telecom did not ask the question: “How much will it cost to deliver a 
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quality product, and how long will it take?” Instead, the question they asked was: 
“How quickly can we deliver a quality product, and how much will it cost?” 
(Merrills 1989). 

Time as strategic competitive dimension emerged from manufacturing that dates 
back to the late 19th century,  when  Frederick  Taylor  proposed  the  use  of  time  
study to improve productivity. In his approach each job was divided into smaller 
elements, and each element had standard time, which was determined by time 
study experts. (Niebel 1998). Later, Henry Ford successfully embedded these 
techniques into his automotive assembly lines and developed the world’s most 
efficient and timely system for producing cars (Bockerstette and Shell 1993). In 
the early 1980s, Toyota developed a system for producing small quantity produc-
tion that eliminated waste and reduced costs. The success of this system intro-
duced a revolutionary just-in-time (JIT) and automation with human touch con-
cepts for manufacturing practices (Ohno 1978, 1988).  

In most business environments time can be argued to be one of the key characters 
and indicators of a company’s success. It seems that companies need greater ca-
pabilities to respond more quickly to market dynamics and varying demand (Fer-
nandes and Carmo-Silva 2006). Technological advances created the means for 
measuring the impact of time, and growing global competition and continuously 
changing customers’ behavior have led manufacturing firms to the constant evo-
lution of competitive paradigms. For this business environment, time-based com-
petition has emerged as the basic competitive paradigm since 1990 (Porter 1980; 
Hum and Sim 1996; Alasoini 2007). However, time itself is not a new concept. 
Over two decades ago, in 1988, George Stalk Jr., stated in the article “The Time 
Paradigm” that: “Time is a secret weapon of business”. Although the statement 
is old and certainly no secret anymore, time and responding fast to customer 
needs is secretly used by some of the most successful businesses today. These 
firms provide leverage by means of speed. The growth rate of these businesses 
has been claimed to be at least three times as fast as their industries and earns 
profits of more than twice the average of their competitors (Stalk & Hout 1988).  

2.2.1 Toyota Production System, lean and time 

Researchers such as Liker (2004); Womak, Jones, Roos (1990); Shimokawa and 
Fujimoto (2009) have claimed that the time-based approach originates in mid-20th 
century Japan. Womack coined the term lean production to describe the approach 
which was initiated by Toyota Production System (TPS) in Japan (Womack, 
Jones and Roos 1990). Shimokawa and Fujimoto (2009) claimed that TPS was 
developed in the 1940s, 1950s and 1960s at the Toyota car manufacturing plant in 
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Japan. Several researchers have claimed the TPS was introduced to the western 
world as lean production, and that it started rapidly to partly replace the philoso-
phy of mass production introduced earlier by Henry Ford (Womack, Jones and 
Roos 1990; Liker 1998; Shimokawa and Fujimoto 2009). However, Holweg 
(2007) sheds new light on the development of TPS and lean manufacturing. He 
has taken the research outside the comfort zone of previous western approaches 
and provided evidence which indicates that Toyota’s production managers (e.g. 
Kiichiro Toyoda, Taiichi Ohno, and Eida Toyoda) have integrated elements of the 
Ford system in a Japanese environment, creating a hybrid system that was neither 
purely original nor totally imitative. 

It was the 1970s and 1980s when Toyota caught the world’s attention (Levinson 
and Rerick 2002; Liker 2004); however, it was not in terms of progressive car 
designs or performance, though the ride was smooth and design was often very 
refined. “It was the way that Toyota engineered and manufactured the autos that 
led to unbelievable consistency in the process and product…Toyota designed the 
autos faster, with more reliability, yet at competitive cost, even when paying the 
relatively high wages of Japanese workers.” Despite the faster speed and higher 
wages, “Toyota is far more profitable than any other auto manufacturer.” (Liker 
2004). According to Holweg (2007), there are six critical points that will explain 
the blossoming of Toyota at that time:  

1. Cost advantage: Japan was seen to have lower wage rates despite the claims 
from Liker (2004). The local currency rate against the dollar and lower cost of 
capital were the elements that created a relatively “unfair playing field”. 

2. Luck: Fuel efficient cars by Toyota during the energy crisis. 

3. “Japan Inc.”: Japan’s Ministry of International Trade and Industry was sus-
pected of setting a large-scale industrial policy. 

4. Culture: The difference between Japanese culture and many others allowed for 
more efficient production. 

5. Technology: The use of highly automated production. 

6. Government policy: Trade barriers against the U.S., less strict labor laws, and 
a national health care program lowered the overall labor costs in Japan.  

Whatever the reasons behind Toyota’s success actually were, the foundation of 
the operational success of lean production was on the elimination of waste. It in-
cluded elimination of all forms of waste in processes, including waste of work-in-
process (WIP) and finished goods inventories, which are the earmark of mass 
production (Womack, Jones and Roos 1990; Liker 1998; Levinson and Rerick 
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2002). By the elimination of waste, lean production focused heavily on reducing 
the cycle time between customer order and shipping date. (Womack, Jones and 
Roos 1990; Liker 1998).TPS is the basis for much of the “lean production” 
movement, which has been one of the manufacturing trends dominating for the 
past 10 years or so (Liker 2004). The basic principles of lean production pointed 
out by Womack and Jones in their book “Lean Thinking” (2003) define it as a 
five step process: “Defining customer value, defining the value stream, making it 
“flow”, “pulling” from the customer back, and striving for excellence.” The five 
step process focus is on ensuring the product flow through value-adding processes 
without  interruption.  (Liker  2004).  The  same  was  said  by  the  founder  of  TPS,  
Taiichi Ohno, even more succinctly: “All we are doing is looking at the time line, 
from the moment the customer gives us an order to the point when we collect the 
cash. And we are reducing that time line by removing the non-value-added 
wastes.” (Ohno 1988).  

“Managing time has enabled top Japanese companies not only to reduce their 
costs, but also to offer broad product lines, cover more market segments, and up-
grade the technological sophistication of their products” (Stalk 1988). Looking at 
the impact of the TPS and lean principles at Toyota, the advantages of the princi-
ples are clear. According to Womack et al. (1990), Toyota was not only faster in 
time among other compared car manufacturers, but had superior performance 
with fewer defects, used assembly space, inventory turn rate, and other related 
indicators in the past. However, in the past  two to three years Toyota has had 
several quality related setbacks. They have recalled in total over eight and half 
million cars globally due to reasons like hybrid braking, accelerator pedals and 
slipping floor mats (Browning 2010). 

2.2.2 Time-based competition 

Stalk (1988) was the first to introduce the concept of time-based competition 
(TBC) in his article “Time – the next source of competitive advantage”. In his 
Harvard Business Review article he highlighted the importance of time in creat-
ing competitive advantage. Later in 1990, Stalk and Hout published the book 
“Competing against Time”. This was the first to exclusively focus on time-based 
competition. In 1993, Stalk and Webber were the first to warn about the dark side 
of time-based competition. According to Stalk and Webber (1993), the negative 
impact of time-based competition is inevitable when it is applied blindly without 
knowing how to make time a competitive advantage.  

The main strategy of time-based competition (TBC) is to use speed for competi-
tive advantage. The company uses this strategy to deliver product or services fast-
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er than the competitors (Suri 1998). Time-based manufacturing has been proven 
to be a successful way of creating ‘unfair’ competitive advantage over competi-
tors by companies like Wall Mart. Stalk and Hout (1990) claim that time-based 
competitors can offer greater varieties of products and services, at lower costs and 
in less time than their more pedestrian competitors. Lead-time has been shown to 
be an important factor for today’s markets. Lead-time in product development and 
in delivering the product or service to the customer plays a significant role in 
competition. (Stalk & Hout 1990). Thus, a number of researchers have been try-
ing to point out the benefits that time-based competition can have on the bottom 
line. Stalk & Hout (1990) argue that every quartering of time reduces costs as 
much as 20 percent. Either due to the confidentiality of the research cases or lack 
of research on real numbers, the number of benchmark cases on different kinds of 
electrical equipment and appliance manufacturing has been limited. One of the 
approaches to indicate numbers that the firm can expect when implementing a 
time-based approach has also been studied within an approach called Quick Re-
sponse Manufacturing (QRM). 

2.2.3 Quick response manufacturing 

Other researchers such as Suri (1998) studied the competitive advantages of time 
at the end of the 1980s. Suri combined academic research on time-based competi-
tion  and  his  own  observations  from  various  lead-time  reduction  projects.   Alt-
hough Suri’s QRM is rooted in same principles as Stalk’s time-based competition, 
QRM focuses on manufacturing operations, whereas time-based competition can 
be applied to any business, including banking, insurance, hospitals and food ser-
vice.  

QRM dates back to the 1980s. Its roots, as well as the roots of lean production 
and TBC, can be found in Total Quality Management (TQM). The main differ-
ence between TBC and QRM is that whereas TBC strategy can be applied to any 
businesses, QRM is most effective in manufacturing operations that make a large 
number of product specifications with low-volume and highly variable demand 
and (or) highly engineered products in small batches, or even one-of-a-kind prod-
ucts. QRM thus sharpens the focus of TBC. (Suri 1998)   

“QRM is a companywide strategy that pursues the reduction of lead time in all 
aspects of a company’s operations” (Suri 2004). The company’s operations can be 
divided into external and internal lead time reduction operations. External lead 
time reduction focuses on customers’ needs by rapidly designing and manufactur-
ing products customized to customer specific needs. The advantage of short order 
lead time to produce and deliver the customer order not only refers to manufactur-
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ing - it typically includes all steps from receiving the customer order until the 
customer receives the product or service (Suri 1998).  

2.2.4 Summary of time 

“Think about the time, all the time.” 

Conner 2001 

Listening to the ways in which managers talk about what is important to the suc-
cess of their firms, we hear response time, lead time, up time, quality and being 
on time. Sometimes time may be an even more important parameter than money. 
(Stalk and Hout 1990). These three approaches briefly discussed in this chapter 
are probably the most known approaches that focus on time. For all of them, time 
and time management are critical. In all approaches time was claimed to create 
competitive advantage for firms focusing on the described time-based practices. 
In the following section research on time-based impact is studied in more detail.  

2.3 Time-based literature review 

The time-base literature review was performed by reading relevant articles in the 
field of time-based manufacturing and time-based competition. A lot of the arti-
cles were linked to the researchers introduced in the previous section; however, 
the  software  tool,  Publish  or  Perish,  was  used  for  retrieving  and  analyzing  the  
most  relevant  literature.  In  conducting  the  analysis,  Harzing’s  Publish  or  Perish  
tool uses Google Scholar to obtain the citation data and presents the following 
statistics: 

– Total number of papers 

– Total number of citations 

– Average number of citations per paper 

– Average number of citations per author 

– Average number of papers per author 

– Average number of citations per year 

– Hirsch's h-index and related parameters 

– Egghe's g-index 
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– The contemporary h-index 

– The age-weighted citation rate 

– Two variations of individual h-indices 

– An analysis of the number of authors per paper. 

The actual search in this study was conducted by using the search word “time-
based competition”. The search had three limitations. The first was to limit the 
search to the fields of business, administration, finance and economics. The se-
cond limited the search words to title words only. The third limited the searches 
to different time spans. The first search with no time restrictions on publication 
indicated that the most frequently cited researchers were quite few in number and 
mostly from the 1990s. Here, the dominant names were Stalk (2003), Blackburn 
(1991) and Blackburn (1992). A closer look at the fourth most cited article by 
Chris (1993) indicated that it was not from the area of this research. The fifth 
most frequently cited, Hum (1996), was actually a literature review of earlier re-
search. As Table 1 indicates, the research area of time-based competition has real-
ly only been explored by a handful of acknowledged researchers with more than 
50 citations.   

Table 1. Top 20 cited “Time-based competition” publications. 
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The second search using Harzing’s Publish or Perish software tool with time limi-
tation for publications from 2006 to 2011 indicated quite meagre results. As seen 
in  Table  2,  the  top  20  articles  were  cited  in  total  31  times.  The  two  most  cited  
publications, Askernazy et al. (2006) and Thomas (2008), focus on two different 
areas. Askernazy et al. focus on incentives of reactivity and why such comple-
mentarities happen at the industry level, while Thomas (2008) explores time-
based pressure in supply relationships. Tammela et al. (2008) discuss cultural 
aspects and time-based management and compare logistics management practices 
between selected countries. It is noteworthy that there are very few case studies in 
real operational business niches such as electrical equipment and appliance manu-
facturing. 

Table 2.  Top 20 cited “Time-based competition” publications from 2006 
to 2011. 

 

The results shown in Tables 1 and 2, as well as searches with words like “quick 
response manufacturing” and “Toyota production system” all indicated that the 
publications are relatively old. Only a handful of significant publications were 
from the 21st century. Looking more closely at the most cited publications in Fig-
ure 6, it appears that some of the most frequently cited literature focused on re-
viewing earlier research. Thus, it can be said that published research in this field 
has been fairly limited. As such, this indicates that research in this area would 
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require new investigation to conceptualize the role of time and the actual ad-
vantages of time-base approaches for today’s business environments. 

2.4 Quantifying the benefits of time  

“Everyone knows that time is money, but time is actually a lot more money than 
most managers realize” 

Suri 2010 

In the information society of today, every business activity is eventually measured 
in terms of money. Top management loves to hear about savings like inventory 
reductions, scrap rate reduction and labor savings. These kinds of numbers can 
easily be traced back to the bottom line. Also the efficient use of time has been 
said to be one of the greatest indicators of competitiveness (Conner 2001). It has 
been even claimed that firms that cut the lead times from their value-delivery sys-
tems experience remarkable performance improvements like reductions in cost 
(Stalk and Hout 1990). Some have even shown that lead time is correlated with 
financial performance indicators, such as ROI or average profit (Christensen et al. 
2007), which underscores the importance of managing lead time (Glock 2011). 
As such, it is obvious that the development of a methodology to measure time as a 
performance indicator is increasingly important for a firm to compete in terms of 
time (Blackburn 1992; Barker 1993; Kumar and Motwani 1995; Porter 2008). 
However, the criticism that time cannot be directly translated into a financial 
number is valid (Donovan 2010). Even though there are some time-based lean 
accounting techniques (e.g. Maskell & Baggaley 2004; Drickhamer 2004), so far 
they have received only limited acceptance in financial reporting (Donovan 
2010).  

There are some cases in which the impact of time on the financial figures has 
been indicated. The research by Stalk and Hout (1990) gives estimated figures on 
how time can be tracked on the bottom line. Stalk and Hout indicated that a 50 
percent reduction in time results in a 20 percent reduction in costs. Blackburn, 
Elrod, Lindsley and Zahorik (1992) indicated that a one day faster delivery in the 
book industry brought a 0.5 percent price premium. Activities that shorten cus-
tomer lead time may also have other beneficial effects for the firm. According to 
Blackburn et al. (1992), firms that can use shorter lead times often yield a flexible 
manufacturing system that gives the company the capability to produce a much 
wider variety of products at little increase in overall costs, which can give compa-
nies in certain business environments the advantage in competition over their ri-



22      Acta Wasaensia 

vals. Stalk and Hout (1990) argue that time-based competitors can offer greater 
varieties of products at lower costs and in less time than their more pedestrian 
competitors. Handfield (1995) claimed that with time reduction firms are able to 
have greater cash flow, less inventory, quicker customer response, and ultimately 
greater profits. Meredith, McCutheon and Hartley (1994) performed a study 
which reveals that companies that reduced lead time by 50% produced on average 
a 25% reduction in overall product cost  (2:1 lead time/cost ratio).  Thomas 
(1989) showed that reducing response time by 50% resulted in a 20% cost reduc-
tion.  

In order to create more concrete evidence than more or less rules of thumb, 
Tubino & Suri (2000) collected empirical data from 12 QRM projects. With this 
empirical data, a linear model to calculate the impact of time reduction on costs 
was created. This model indicated that managers would have to reduce 62 percent 
of the project lead time to achieve 15 percent savings. If we assumed that we 
could measure linearly (which certainly is not possible) the relationship between 
profits and order lead time in our case firms, we could approach the case with the 
formula: 

),...,,( 321 nxxxxfy  

Where y would represent the reported price values of, x would represent the re-
ported order lead times and f would denote the functional relationship. With the 
assumption that the relationship of price and lead time are linear, we could study 
the case results from the supplier to the customer or even study the cases at a 
functional level.  

One such approach was studied by Schluter (1999). Schluter’s research approach-
es the problem from a product cost  perspective and he presents a framework for 
approaching cost accounting in lead time reduction projects. He states that com-
panies usually calculate the cost of a product as: 

Allocated Product Cost = f (Direct Labor, Direct Material Used, Machine Hours) 

The problem in both of these approaches is that they are essentially linear formu-
las. However, manufacturing system dynamics that impact lead time are inherent-
ly nonlinear. In Schluter’s framework study, he points out the challenge of estab-
lishing the magnitude of lead time and the magnitude of various direct or indirect 
costs. (Tubino and Suri 2000) 
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The fundamental idea behind Schluter’s framework is to identify cost drivers for 
the products in the project. For identifying cost drivers his framework provides 
the following formula: 

Allocated Product Cost = f (Amount used of each Cost Driver) 

His approach is similar to activity-based costing (ABC); however, he indicates 
two key differences between his framework approach and ABC approach. The 
first key difference is in the metrics of measuring the change in product cost ra-
ther  than  calculation  of  the  actual  cost.  (Tubino  and  Suri  2000)  In  his  study,  he  
also indicated two groups of metrics. The first group is Operating Metrics, which 
refer to activities that are directly related to the production process for the product 
under analysis. The second group is High-level Metrics. High-level Metrics refer 
to those activities that are not only related to the production process for the prod-
uct under analysis, but to many or all products manufactured in a company 
(Tubino and Suri 2000). Many researchers before and after Schluter have provid-
ed contributions on how the relationship between lead time and cost could be cal-
culated. One of the recent articles by Hayya, Harrison and He (2011) review re-
search in this field in chronological order from the years 1991 to 2005 (Table 3) 
and they proposes yet another approach to this. Hayya et al. (2011) show the de-
velopment of lead time and cost based calculation models and how the linear de-
terministic calculation models have developed. In the process, they propose yet 
another approach, that of using exponential distribution to characterize lead time. 
Despite the improvement of lead time and cost based calculations, they should 
only be considered as indicative rather than ones that can simulate real operations 
one-to-one. 
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Table 3.  Lead time reduction chronology by Hayya et al. (2011).   

 

In conclusion, time is an abstract measurement. Thus, the impact of time is diffi-
cult to quantify with commonly used business accounting systems. While the 
general importance and overall benefits of time have been documented in TBC 
and QRM, previous research on the cost benefit and quantitative impact on profit-
ability measures are limited (Tubino & Suri 2000). 

 Stalk and Hout (1990) present data which support the impact of response time on 
the company’s growth and profitability. The problem is that their data is based on 
industry-wide comparisons and cannot be applied directly to electrical equipment 
and appliance manufacturing businesses. However, most prior researchers have 
claimed that time has an impact on creating competitive advantage over competi-
tors in the right environment. 

2.5 Competitive advantage 

In the literature on strategy a lot of definitions on the nature and causes of com-
petitive advantage already exist. Definitions of competitive advantage range from 
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the industry positioning approach, the commitment explanation, to the resource 
based view and dynamic capacity approach (Mellahi and Sminia 2009). Competi-
tive advantage could be defined as the extent to which an organization is able to 
create and maintain a defensible position over its competitors (Tracey et al. 1999). 
It grows when the firm is able to meet or exceed customer needs with profits 
(Porter 1985). Meeting or exceeding customer needs creates customer value, 
which then fundamentally increases the firm’s competitive advantage. Customer 
value is created when the firm is able to meet or exceed customer expectations 
with lower prices or by providing unique benefits  that  more than offset  a higher 
price (Porter 1985).  A competitive advantage can be attained if the current strate-
gy is value-creating, and not currently being implemented by present or possible 
future competitors (Barney 1991). Ma (1999) defines competitive advantage as 
the asymmetry or differential in any firm´s attribute or factor that allows the firm 
to serve its customers more effectively than others, thus creating better customer 
value and achieving superior performance. Alternatively, competitive advantage 
may be considered to refer to the capabilities which allow an organization to 
shape its competitive advantage and differentiate itself from its competitors (Li, 
Ragu-Nathan B., Ragu-Nathan T.S., and Rao 2006). Harrison and Hoek (2002) 
emphasize the importance of supply chains in creating competitive advantage. 
They suggest that competitive advantage is achieved by the competitiveness of 
the supply chain, which means “meeting end customer demand through supplying 
what is needed in the form it is needed, when it is needed, at a competitive cost” 
(Harrison and Hoek 2002). Competitive advantage has also been described to be 
an advantage over competitors gained by offering consumers greater value, by 
providing greater benefits and service that justify the prices. Then when a firm 
sustains profits that exceed the average for the industry, the company is said to 
possess competitive advantage. (Porter 1985). 

Based on prior research, it appears that creating competitive advantage requires a 
focus on the factors that are likely to allow a firm to better position itself in rela-
tion to competitors in the marketplace. Here, the question arises: How to success-
fully define and implement strategies that will lift a firm to superior performance 
by facilitating this firm with competitive advantage to outperform current and 
future competitors? 

2.5.1 Building competitive advantage 

More than half century ago, Forrester (1958) expected us to gain a far better un-
derstanding of the dynamic, ever-changing forces which shape the destiny of the 
company. As competition has grown globally, the pace of the changes in market 
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and customer needs have accelerated and presented challenges to companies to 
remain competitive. As such, this phenomenon has created the need for a new 
management focus. Management has had to shift the emphasis from tactical deci-
sion-making (moment-by-moment decision) to strategic planning (preparing for 
possible eventualities, establishing policy, and determining in advance how tacti-
cal decisions will be made). At the same time, the management focus has had to 
switch from solving everyday problems to focusing more on strategic problems. 
Here, the importance of basic information is critical. “Without an awareness of 
basic information-flow principles, it is only through costly errors that managers 
can develop an effective intuitive judgment.” (Forrester 1958).   

Demsetz argues that some firms enjoy performance advantages either because 
they are lucky or because they are more competent than other firms. These firms 
may enjoy growth and a superior rate of return for some time because their rivals 
are ignorant about the same opportunity or because they cannot imitate quickly. 
Also information and technology can be obstacles to imitation, since information 
is costly to obtain and techniques are difficult to duplicate. (Demsetz 1973). Por-
ter argues that the activities of a firm define their contribution to the firm’s per-
formance. Porter continues to claim that a firm in an attractive industry with a 
poor  competitive  position  or  a  firm  with  an  excellent  competitive  position  in  a  
poor industry may still not earn substantial profits (Porter 1985).  

As has been emphasized by prior research, competition is at the core of the suc-
cess  or  failure  of  firms.  Commonly,  the  success  or  failure  of  a  firm  has  been  
linked to the strategy it follows and the strategic decisions its management exe-
cutes. Thus, understanding how to drive competitive strategy rather than drifting 
with a vague strategy appears to be the key for creating competitive advantage for 
businesses.   

2.5.2 Demand and supply chain management in building competitive 
advantage 

Responsiveness has received increasing attention in operations management liter-
ature, and it has been recognized as one of the key themes in supply chain re-
search (Reichhart and Holweg 2007). As a result of that, a number of researchers 
have pointed out the importance of supply chain management (SCM) concept 
adoption has helped firms to gain a competitive advantage. Not only has it been 
recognized by the academic researchers. Many firms such as Proctor and Gamble, 
Chrysler (Shin et al. 1999), Dell Computers, Cambell Soup, Hewlett-Packard, 
Cisco  Systems,  Digital  Equipment  Corp.,  Volvo,  Lucent  Technologies,   Kmart  
Mexico, American Consolidation (Motwani et al. 1998), and fashion textile dis-
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tributor Zara (Lopez and Fan 2009) have all focused on SCM responsiveness. 
However, it is not easy. “Managing supply chain effectively is a complex and 
challenging task, due to the current business trends of expanding product variety, 
short product life cycle, increasing outsourcing, globalization of businesses, and 
continuous advances in information technology” (Lee 2002: 105). Certainly, even 
the above listed companies do not have equal competitive advantage from the 
supply chain models they have deployed. The challenge that many of the firms 
are facing today is that their SCM models have been built in a relatively stable 
period in the past, and thus may not be enough for the purpose of creating com-
petitive advantage today (Christopher and Holweg 2011).  

Today it can be argued that manufacturing and supply chain strategies focus on 
responsiveness. These strategies aim to capture customers’ needs and to provide 
the right product or service within an acceptable time frame. Capturing custom-
ers’ needs and providing the right product or service within an acceptable time 
frame is claimed to be an essential cornerstone of sustained competitiveness. 
(Holweg 2005).  

2.5.3 Building competitive strategy 

“Every firm competing in an industry has a competitive strategy, whether explicit 
or implicit” (Porter 1980). According to Porter, competitive strategy is the search 
for a favorable competitive position in an industry. Competitive strategy aims to 
establish a profitable and sustainable position against the forces that determine 
industry competition. The purpose of competitive strategy is not only to respond 
to market needs but to shape the markets in a firm’s favor. (Porter 1985).  

Porter categorizes competitive strategies in three general types: Segmentation, 
differentiation and cost leadership strategy (Figure 6). These three strategies can 
commonly be applied by different businesses to achieve or maintain competitive 
advantage. According to Porter, market segmentation is narrow in scope, while 
both cost leadership and differentiation are relatively broad in market scope. (Por-
ter 1980). 
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Figure 6.  Three different competitive strategies and their dimensions (Porter 
1980). 

Empirical research on the impact of segmentation strategy indicated that firms 
with  big  and  small  market  share  were  often  quite  profitable,  whilst  firms  with  
mediocre market share were the least profitable. Porter’s explanation of profita-
bility was that firms with high market share were profitable because they focused 
on cost leadership, firms with low market share focused on profitable niches, and 
firms with mediocre market share did not have a viable generic strategy (Porter 
1980). 

Cost leadership based strategy involves a firm winning market share by appealing 
to cost-conscious and price sensitive customers. This is achieved by offering the 
lowest  prices  or  best  price  to  value  ratio  to  customers.  In  order  to  do  this  with  
profit and a high return of investment, a firm has to operate at lower cost than its 
rivals. Achieving a low overall cost position often requires relatively high market 
share or other advantages such as lower procurement costs for needed materials 
than competing firms. It can also mean better design of products for easier manu-
facturing or a wide line of related products to spread the costs (Porter 1980). Ac-
cording to Tubino and Suri, often the greatest impact on cost benefits is the reduc-
tion of lead time. Lead time drives business understanding, decision-making and 
supportive measurements and thus reduces lead time, and many dysfunctional 
dynamics and their management costs disappear (Tubino & Suri 2000).   

Differentiation strategy is something that is defined industry-wide as being 
unique. Differentiation can be done in many ways, such as brand image, design, 
technology, features, dealer networks, or other dimensions. Differentiation is a 
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viable strategy for earning above average profits. Differentiation provides insula-
tion against competitors because of brand loyalty by customers and resulting in 
lower  sensitivity  to  price  (Porter  1980).  In  the  competitive  environment,  where  
effective barriers to entry are absent, it would seem that differentiation of the 
firm’s success could only be derived from its superiority in the producing and 
marketing of products or in the superiority of a structure of industry in which 
there are only a few firms (Demsetz 1973).  

A firm can shape its industry attractiveness and its competitive position within the 
industry. Even so, the factors reflecting industry attractiveness are something that 
a firm has little influence on, and competitive strategy is something that has the 
power to make the industry more, or less, attractive. Porter emphasizes that two 
central questions underlie competitive strategy. The first one is the attractiveness 
of an industry for long-term profitability and the factors that determine it. The 
second is the determinants of relative competitive position within an industry. 
Neither of the approaches would be sufficient in itself to determine the competi-
tive position (Porter 1985). 

Strategic choices made without considering the long-term consequences for in-
dustry are often made by firms. They see a gain in competitive position, but fail to 
anticipate the consequences of competitive reaction. In the worst cases these 
choices can destroy the industry structure, and as a result everyone is worse off. 
The ability of firms to shape industry structures places a particular burden on in-
dustry leaders. The actions of industry leaders can have influence over buyers, 
suppliers, and other competitors and thus leaders have to balance their own com-
petitive positions against of the health of the industry as a whole. (Porter 1985). 

2.5.4 Characteristics shaping the competition 

David Rothkopf, a former senior Department of Commerce official in the Clinton 
administration and now a private strategic consultant, said that “Globalization is 
the word we came up with to describe the changing relationships between gov-
ernments and big businesses. But what is going on today is a much broader, much 
more profound phenomenon.” (Friedman 2005). Globalization signifies the de-
velopment of an increasingly integrated global economy marked especially by 
free trade, free flow of capital, and the tapping of cheaper foreign labor markets 
(Merriam-Webster Online). The phenomenon “globalization” has been shrinking 
the world from a small to tiny size and flattening the playing field at the same 
time. The thing that gives it its unique character is the newfound power for indi-
viduals to collaborate and compete globally. Development of fiber-optic networks 
and computer software make us next door neighbors and at the same time close 
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competitors in the same markets. We have to face the fact that today companies 
are operating in a challenging and fast changing business environment, where the 
competition is truly global and fiercer that ever (Friedman 2005). “Global com-
petitors are challenging not only the large, international markets but also limited, 
specialized, and regional markets” (Meredith et. al. 1994:7). 

According to Hopp & Spearman (2000), global competition comprises three main 
competitive dimensions: Cost, quality and speed. “These three competitive di-
mensions are broadly applicable to most manufacturing industries, but their rela-
tive importance obviously varies from one firm to another” (Hopp and Spearman 
2000:5). All the three competitive characteristics are important for markets, but 
not equally so. Some industries depend on efficiency, some on quality and some 
on speed to meet the market requirements. It is the right balance between the 
three competitive dimensions that needs to be optimized to meet the value cus-
tomers are willing to pay. The right balance gives the firm competitive advantage 
(Hopp and Spearman 2000). 

2.5.5 Constantly outperforming  

The word competition can be seen as negative or positive. Competition has been 
the way for species to evolve and develop into their current form. In the evolution 
process strong and smart individuals have survived better and been able to pass 
their genes to future generations, and individuals with restricted abilities to sur-
vive changes have been eliminated from the evolution process (Fine 1998).  

In today’s business, competition should be seen as a positive driver. It has been, 
and still is, the ultimate driver for firms to enhance the development of new tech-
nologies. New technologies have improved the standard of living, lowered the 
consumption of non-renewable resources and enabled people to have the oppor-
tunity to bring the latest technology into their everyday lives at affordable price 
levels. Competition and technology together have united competition into a 
worldwide phenomenon, known as globalization. (Friedman 2005). 

Understanding the dimensions of competitive advantage for firms has been a ma-
jor area of research in the field of strategic management (Rumelt 1984; Porter 
1985). In this search for understanding in strategic management, one question has 
been raised above the rest. That question is: “Why do some firms persistently 
outperform others?” (Barney & Clark 2007:3). Sometimes firms outperform oth-
ers; sometimes the performance differences last only a limited time. What this 
question suggests is that sometimes, in some situations, persistent performance 
differences will exist between different firms. “It is these differences in firm per-
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formance that strategic management scholars seek to understand. (Barney & 
Clark 2007:3). 

Two broad level explanations as to why some firms persistently outperform oth-
ers have been developed in prior research on strategic management. The first one 
was articulated by Porter (1979, 1981). This explanation focuses on the impact of 
a firm’s market power on creating competitive advantage over the competition 
and thus outperforming others (Porter 1981). Bain (1956) argued that if the entry 
into industry is restricted by various barriers, then performance differences can 
persist. The second explanation of why some firms persistently outperform others 
focuses on the differing ability of firms to respond to customer needs more effec-
tively and efficiently (Demsetz 1973).  

2.6 Competitive manufacturing strategy 

“Manufacturing is part of the strategic concept that relates a company’s 
strengths and resources to opportunities in the market” 

Skinner 1969 

Roughly 30 years ago, Skinner (1969) argued that too often top managers over-
look the manufacturing’s potential to strengthen or weaken a firm’s competitive 
ability. Skinner’s argument was that the firm’s competitive goals and strategy 
should be aligned with the firm’s manufacturing strategy. In his research Skinner 
has stated that if firms fail to recognize the trade-offs and relationships between 
manufacturing decisions and corporate strategies, they may end up with produc-
tion systems that are noncompetitive. This can easily happen if firms are making 
the mistake of considering typical manufacturing criteria such as low cost, high 
efficiencies and productivity as the key manufacturing objectives. (Skinner 1969).  

Some manufacturers seem to provide better quality, be more dependable, respond 
faster to changing market requirements, and while doing so achieve lower costs. 
Many researchers have implied that this should not be possible by stating that 
achieving competitive strength along with one of these indicators should come at 
the expense of the rest (Ferdows and Meyers 1990).  Many researchers like Cros-
by (1979) and Juran and Blaton (1998) have offered explanations of how and for 
what reason this occurs. What they have shown is that different improvements in 
areas like quality performance and cost efficiency can be a consequence of in-
vestment quality improvement programs. Interestingly, this does not seem to 
work in reverse. In other words, increasing cost efficiency does not appear to im-
prove  quality.   Here,  the  trade-off  seems  to  work  only  in  one  way.  Jaikumar  
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(1986) offered an indication that was a relationship between flexibility and de-
pendability of the production process. His comparisons revealed that higher flexi-
bility was associated with greater dependability. Those companies that had made 
their production systems reliable could run their machines with more flexibility. 
Also here the reverse does not appears to true. In other words, increasing flexibil-
ity does not seem to make the process more dependable.  

Ferdows and Meyer have developed and provided evidence for a “sand cone” 
model. In this model, they have researched the needed sequence for the four 
building blocks (cost efficiency, flexibility (=speed), dependability and quality) 
on building a cumulative and lasting manufacturing capability. Their model indi-
cated that the first thing to focus efforts on is quality. When quality efforts get 
underway way, the focus should be on making the system more dependable. 
When  these  two  are  underway,  it  would  be  time  to  concentrate  on  flexibility,  
which is also considered as speed. Only after these three steps should efforts be 
directed towards cost drivers. (Ferdows and Meyer 1990) 

 

Figure 7.  The sand cone model (Ferdows and Meyer 1990). 

In the sand cone model, Ferdows and Meyer are proposing that traditional trade-
off theory would not apply in all cases. Rather, what they are proposing is that 
certain approaches change the trade-off relationship into a cumulative one, where 
one capacity is built upon another and not in its place. (Ferdows and Meyer 
1990). Also more recent research has provided evidence on the positive associa-
tion between manufacturing strategy and competitive strategy. For example, 
Amoako-Gyampah and Acquaah (2007) have shown that competitive strategy 
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components have positive and significant correlation at the 0.01 level with manu-
facturing strategies such as delivery, flexibility, low cost and quality. 

2.7 Summary, conclusions, and applicability of 
the approach 

With respect to time as a competitive advantage, the undisputable fact is that time 
is money. The more challenging question is: How much money time is? When 
asked questions about the impact of time on the profitability of their businesses, 
most managers cannot answer, because they do not know the answer. As a metric, 
time is something that the management typically has not been able to conceptual-
ize in their day-to-day operations. If the value of time is not known, most likely it 
is not measured. And when it is not measured, it cannot be managed. This is one 
of the main reasons why many managers do not know the power of time and thus 
cannot use time as a competitive advantage.  However,  it has been recognized by 
several researchers that different manufacturing capabilities and strategies can in 
the right combination and sequence provide competitive advantage for firms. 

Despite the known challenges, different firms are in increasing numbers focusing 
on time and speed when working to create competitive advantage over their com-
petitors. For example, apparel firms like Hennes & Mauritz, Zara and Nike have 
all based their competitive advantages somehow on speed. With being faster than 
their direct competitors they have tried to stand ahead, and according to resent 
research they have succeeded in that. Hennes & Mauritz and Zara have special-
ized in bringing the latest designs to users with low costs and with speed that 
overseas competitors like GAP can only dream of (Ballinger 2001 and Wahlgren 
2005). Nike has built its computer systems in a way that it can get the right num-
ber of sneakers to more places in the world more quickly (Holmes and Bernstein 
2004). Firms like Apple can be argued to have several focus areas in which they 
create competitive advantage. Among them is speed to the customer. A good ex-
ample is iTunes that can be downloaded anytime, from anywhere and by anyone 
at reasonable cost. Apple has also specialized in providing people with simple 
products with experiences that contain a high level of “cool” factor instead of 
technology jargon (Khan 2010).  In this way Apple has brought the latest technol-
ogy like iTunes closer to end users, who have been able to do their music shop-
ping online with the convenience of 24 hours a day, 7 days a week, without traf-
fic, parking, crowded stores, or waiting in long checkout lines (Vaccaro and Cohn 
2004). 
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It should be remembered that here we are discussing complex, large enterprises; 
many larger (and more productive) than entire nations. One such enterprise hap-
pens  to  “click”  for  some  time,  while  others  do  not.  It  may  be  very  difficult  for  
these firms to understand the reasons for this difference in performance or to 
know to which inputs affect the performance of a successful firm (Demsetz 
1973). The complexity of these organizations does not allow easy analysis that 
would identify the characteristics enabling competitive advantage. The character-
istics enabling competitive advantage can be undervalued by the competition for 
long periods of time. These characteristics can also be overvalued by successful 
firms for too long. Rapid change in competitive advantage is likely to happen 
when market needs are suddenly changed, e.g. by economic recession or boom. 
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3 THEORETICAL FRAMEWORK AND 
 HYPOTHESES 

In this chapter, the following concepts are introduced: Business opportunity 
recognition (3.1), how time is connected to ways of doing business (3.1.1), how 
customer needs have been evolving (3.1.2), why customer needs are increasingly 
challenging, and where to focus on fulfilling customer needs based on the litera-
ture review. The chapter also describes the set of hypotheses (3.2) for the study 
and justifies the selection of hypotheses from the managerial perspective in the 
field of electrical equipment and appliance manufacturing and from the literature 
perspective.  

3.1 Business opportunity recognition  

Business opportunity recognition provides a justification for the research, a brief 
overview on how time and speed of delivery are connected in doing business and 
how the importance of time has been underlined by the main researchers in the 
field of time-based competition. This chapter also introduces changing customer 
needs in today’s business and in doing so indicates the importance of customer 
focus in being successful in the area of operations. Briefly describing the three 
aspects of time, changing customer needs and building competitive advantage 
highlights the importance of conducting the study in the field of electronic 
equipment and appliance manufacturing and why this work looks at the competi-
tive  advantage  of  speed  of  delivery  from  two  angles:  1)  the  profitability  of  the  
firm and 2) results of the overall customer satisfaction survey.  

3.1.1 What does time have to do with business? 

Stalk and Hout (1990) claim that sometimes time may be a more important per-
formance parameter than money. However, time is not critical in itself, “it is the 
benefits achieved through time reduction, in the form of greater cash flow, less 
inventory, quicker customer response, and ultimately, greater profits” (Handfield 
1995). When looking at the longer perspective of time, competing in terms of 
time creates a closer feedback loop between firms’ customers and employees. 
This gives employees the opportunity to learn about customer needs and to create 
value for them faster than the competition.  (Stalk & Webber 1993).  It  is  not un-
common to say that customers feel increasingly time-starved. This time-starvation 
of customers provides a major opportunity for those firms that learn how to ex-
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ploit it (Tucker 1991). And there are a lot of firms which have done it successful-
ly, but first the firm has to know where to start from. 

3.1.2 What does a customer want? 

“Let us tell you what all customers want. Any customer, in any industry, in any 
market wants stuff that is both cheaper and better, and they want it yesterday” 

 Ridderstråle and Nordström 2000 

Today, customers are not only aware of what is available in the markets and with 
what cost. They are also increasingly aware how fast their needs can be satisfied. 
Due to the transparency of the available selection and prices, many companies 
feel a pressure to deliver complex customer orders with faster lead times than 
ever. The importance of time and speed of operations has certainly increased as 
one of the customer requirements in many businesses during the past decade. As 
the speed of delivering customer orders has decreased, the demand for more time-
based flexibility has increased. The speed of the customer order delivery process 
has become increasingly important for satisfying customers with increased bar-
gaining power. 

3.1.3 Why should we focus on what customers want?  

In this day and age, profitability in all businesses, regardless of the size or sector, 
is strongly dependent on customer satisfaction. This satisfaction is created by dis-
tinguishable competitive characteristics. These characteristics enable companies 
to create added value for customers and thus create competitive advantage over 
rival businesses. (Porter 2008). If a firm has a strong competitive advantage in an 
attractive market, it can enjoy profitable sales growth (Alexander 2007). Howev-
er, competitive advantage is temporary, as may be seen in the examples of the 
Roman Empire,  Henry  Ford’s  Model  T,  IBM and Dell.  Thus,  firms  have  to  ex-
ploit their current capabilities and competitive advantages, while also consciously 
and purposefully building new capabilities for the moment when the old ones no 
longer provide an advantage. In order to stay competitive the right advantage 
must be chosen again and again. If a firm fails to change to meet new emerging 
challenges it will stop existing. (Fine 1998)  



 Acta Wasaensia     37 

  

3.1.4 Where to focus on fulfilling customer needs? 

Several studies and publications have clearly indicated the impact of time on oth-
er critical attributes that create benefits for product and service providers. The 
impact of time has commonly been acknowledged as one of the dimensions of 
competitive advantage ever since the term time-based competition (TBC) was 
introduced to the western world by Stalk & Hout in the late 1980s. The introduc-
tion of the new term “TBC” resulted in a lot of discussion on how time really im-
pacts the firm´s critical measurements such as costs and customer satisfaction. 
The criticality of time has been studied in several industrial sectors like the auto-
motive, aerospace, appliance and electronics industries.  

Many researchers have tried to indicate how time impacts on other competitive 
characteristics. Some have approached the subject with “rules of thumb” like 
Stalk and Hout (1990), who claimed that “for every quartering of the time interval 
required to provide a service or product, the productivity of labor and of working 
capital can often double. These productivity gains result in as much as a 20 per-
cent reduction in costs”. Others have built a framework to approach cost account-
ing for lead time reduction projects (Schluter 1999), developed algebraic model 
for benefits (Tubino & Suri 2000), or even made math-based predictions of the 
potential impact of time (Ceglarek, Huang, Zhou, Ding, Kumar & Zhou 2004). 
While there has been previous research on calculation based impact of lead time 
on, for example, inventory cost reductions from researchers like Liao and Shyu 
(1991); Ben-Daya and Raouf (1994); Ouyang; Yeh and Wu (1996); Ouyang and 
Wu (1997 and 1998); Moon and Choi (1998); Hariga and Ben-Daya (1999); Lan, 
Chu, Chung, Wan and Lo (1999); Pan, Hsiao and Lee (2002); Hoque and Goyal 
(2004); Pan and Hsiao (2005); Chan (2005), they have only dealt with determinis-
tic lead times, where the authors portray costs piecewise as a linear function of 
lead time. Even the two staged stochastic lead time model introduced by Hayya, 
Harrison and He (2011) that was claimed to give more accurate results when 
comparing lead times and costs, will not indicate the “as is” stage of the firm’s 
current status when it comes to lead time impact on different key performance 
indicators such as profitability and customer satisfaction.  I do not want to claim 
that they would not be useful. Instead, I would indicate that using such calculation 
models or even the “thumb rules” mentioned earlier, would not provide the out-
come of this research. 

For the reasons indicated in the literature review and in this section, this research 
has a unique approach that has not been used, as such, in the field of build-to or-
der manufacturing of electrical equipment and appliances. The reason that makes 
the contribution of this research so valuable is the combination of the case study 
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research approach with extensive statistical analysis of operational data. Despite 
reviewing tens of articles from this specific area of research, nothing even similar 
could be found. The reason that makes the contribution here unique is that this 
research focuses on analyzing the relationship between time-based flexibility and 
premium pricing on profitability and at the same time their multiplicative impact 
on customer satisfaction. It is not only a unique approach in the field of electrical 
equipment and appliance manufacturing niche, but also unique in responding to 
the real demand from the manufacturing side with a high level of statistical detail 
as well as closing many gaps between academic research and real business needs 
and goals. 

3.1.5 What is the goal of a business? 

Ultimately, the goal of any business is to make money; everything else is a means 
to achieving the goal (Goldratt 1986). This goal of profitability can be illustrated 
with a sample hierarchy of objectives from the fundamental goal of making mon-
ey to various supporting subordinate objectives as illustrated in Figure 8. In Fig-
ure 8, high profitability requires low cost and high throughput. The branch on the 
left hand side, low costs, requires low unit costs, which are dependent in one way 
or another on high throughput, high utilization, and low inventory. The key for 
having high throughput is less variability when the ability to hold low inventory 
and still serve customer needs requires short cycle times together with less varia-
bility. Having high sales requires quality products, good customer service, fast 
response, many products (all that the customer needs), low utilization, and/or high 
inventory, more variability (all that the customer wants), and short cycle times. 
Looking at the right hand side branch of Figure 8, high sales needs supporting 
subordinate objectives like quality products and high customer service in order to 
work. Quality product requires low inventories, less variability and short cycle 
times. High customer service, on the other hand, requires fast response and a 
range of many products. In order to deliver fast response, short cycle times, low 
utilization and/or high inventory are needed. To offer customers many products, 
high inventory and more variability are needed. 
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Figure 8.  A hierarchy of objectives from a fundamental objective to various 
supporting subordinate objectives (Hopp & Spearman 2000). 

This hierarchy of objectives contains some conflicts. These conflicting subordi-
nates are indicated with a dotted frame in Figure 8.  For instance, keeping many 
products available requires high inventory and more variability. However, to ob-
tain high quality, we need less variability, low inventory and short cycle times. 
These kinds of conflicts prevent the usability of the model as such, and therefore 
there is no choice but to make some tradeoffs to resolve the overlaying conflicts. 
(Hopp & Spearman 2000). Despite the conflicts, the main observation in the Fig-
ure 8 is that short cycle times (with thick frame) support both low costs and high 
sales which are the high level objectives supporting the ultimate goal of making 
money.  As  such,  the  impact  of  short  cycle  times  needs  to  be  tested  in  this  re-
search. 

3.2 Hypotheses of the study 

The research questions on this doctoral dissertation are based on the six research 
hypotheses that have been formulated through four procedures. First, literature on 
the subject was read and key managers from potential case firms were inter-
viewed to construct an overview of the researched subject. Second, the literature 
and practical perceptions of the key managers were reviewed in detail to identify 
the concepts related to the research subject.  Third, the literature and practical 
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issues supporting and conflicting with the research variables were reviewed. 
Fourth, the hypotheses and their direction (positive versus negative) were formu-
lated on the basis of what seemed to be the mainstream view of the key managers. 
If the perception from key managers was not even close to being unanimous, the 
hypotheses were based purely on the literature perspective. 

The  research  problem:   “Does the lead time of the order delivery process have 
impact on the profitability?”, is answered through four individual research ques-
tions which have close connection with each other: 

1. Do the case firms deliver similar products with significantly diverging order 
delivery lead times for different customers and customer groups? 

2. Do the case firms ask for a price premium if the customer order lead time is 
shorter? 

3. Is it more profitable for the electrical equipment and appliance case firms to 
handle order deliveries with a shorter lead time? 

4. Are customers more satisfied with firms that can deliver similar products with 
significantly diverging order delivery lead times? 

From the four research questions, questions 1 and 2 need to be answered before 
questions 3 and 4 can be tested. Due to the close connectivity of the research 
questions, the sequence of answering them is crucial in this study.  

3.2.1 Hypothesis for the first research question 

Research question 1 tests the flexibility of the lead time given by the firms to dif-
ferent customers and the lead time flexibility within the customer groups. This 
research question indicates whether firms offer significantly diverging order lead 
times for different customer groups and if they offer significantly diverging order 
lead times for different orders by the same customer group. This research ques-
tion is hypothesized from the manufacturing literature perspective, where pro-
cessing and manufacturing lead times determine the order lead time in a first-in 
first-out perspective, and thus no significant time differences between different 
customer groups or within customer groups should be identified.  

: = 0 (The case firm is not offering different COLTs for different customers)  
: = 0 (Different customer groups are served with similar COLTs) 

: = 0 (No significant time-based flexibility exists within the analyzed group)  

: = 0 (There are no differences in the distributions of the COLTs for different groups) 
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Hypothesis testing for Ha was done through interviews, while hypotheses H0, H10 

and H20 were tested with the help of order delivery data analysis. Here, hypothe-
ses H0 and H10 were used for testing research question 1 with cases that had an 
adequate number for statistically relevant analysis and H20 for cases where there 
were an inadequate number of valid cases for statistically relevant analysis.  

3.2.2 Hypotheses for the second research question 

The second research question identifies whether firms were offering significantly 
diverging order lead times for different customer groups or within customer 
groups and premium pricing these orders. Based on different time-based ap-
proaches in the literature, flexibility on the order lead time could allow firms to 
ask for price premiums. However, profitability should be gained through the sav-
ings that time-based strategy enables and not through premium pricing. For this 
reason, the hypotheses for the second research question were hypothesized as 
follows: 

: = 0 (The case firm is not using time-based dynamic pricing) 
: = 0 (The case firm is not using time-based dynamic pricing) 

In hypotheses Hb and H30 dynamic pricing means that the firm charges different 
prices for the same product delivered to customer(s) with significantly diverging 
lead times. Here, Hb was tested with interviews, whilst H30 was tested through 
order delivery data analysis. 

3.2.3 Hypotheses for the third research question 

Research question 3 tests the profitability aspect of delivering customer orders 
faster. This research question tests the correlation between increasing the lead 
time and profitability. The purpose of the correlation test is to indicate if time and 
profitability have a correlation, and if the correlation exists, also to indicate if the 
correlation is significantly positive or negative. For this research question the 
unanimous opinion from the key managers was that lead time has no significant 
impact on the firm’s profitability, even though the time-based literature indicated 
differently. Thus, the hypotheses for the third research question were set as fol-
lows: 

: Customer order lead time does not have positive impact on profitability 

: Customer order lead time does not have positive impact on profitability 
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Hypotheses Hc and H40 are used for testing whether the correlation exists and if it 
is significantly positive or negative. Here, Hc tested if managerial perception on 
the impact of time on profitability was correct.  H40 was  used  for  analyzing  the  
actual order delivery data and testing if time had had an actual impact on the prof-
itability of the case firms.     

3.2.4 Hypotheses for the fourth research question 

The fourth research question tests the overall customer satisfaction level for a 
single year within a time period when order delivery data was available from all 
the case firms. The purpose of this approach was to test the significance of time 
along with the quality and price on customer satisfaction. In this field of opera-
tions quality is not considered a competitive advantage; instead, it is self-evident 
that without proper quality you will have no business. Also the price was claimed 
to be market driven and thus not really creating any competitive advantage for 
these case firms. Thus, the assumption here was that the time-based flexibility 
offered to customers could impact significantly if the customers in the field of 
electrical equipment and the appliance market sector saw time as a critical meas-
ure in the process of conducting business. For the above reasons the hypotheses 
was formulated as follows:  

:Customers that were served according to their time-based needs were more satisfied overall  

Hypotheses H50 is used to rank and indicate the overall customer satisfaction level 
between the different case firms during the period from which all the case firms 
were able to deliver adequate data for analysis.  
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4 METHODOLOGY AND CASE DATA GATHERING 

This chapter introduces the methods used in this research, describes the approach 
(4.1), population, delimits (4.2), data gathering process (4.3), data analysis pro-
cess (4.4), and statistical methods used (4.5), and summarizes these sections (4.6). 
Section 4.7 examines the reliability and validity of the contribution to the field of 
study. In so doing, the chapter discusses the reasons why these methods were ap-
plied for this particular research. 

4.1 The research approach 

In this study the choice was to use a multicase-study. A multicase-study will have 
its plan as a whole, but will focus on each single case almost as it were the only 
one in the study. In a multicase-study, an investigator works vigorously to under-
stand each particular case one by one (Stage 2006). This type of approach makes 
it possible to handle each selected firm as unique and considered as individual 
which could have been analyzed as single-case study (Eckstein 1975; Yin 1994; 
Stake 1995; Merriam 1998).  

This study is considered to be case-study research, even though a large amount of 
statistical operations data was analyzed and used for establishing the needed evi-
dence to test hypotheses and finally answer the research questions. The purpose 
of  the  study  was  to  provide  means  for  in-depth  investigation  of  selected  firms.  
The targeted firms of the study were operating in the same geographical location, 
delivering customer orders on a build-to-order basis and operating within the 
same electrical equipment and appliance business niche. Other approaches, in-
cluding experiments, surveys, interviews, histories and the analysis of archival 
records, could have been possible choices for the study. The above choice made it 
possible to focus on the overall field while concentrating on each single case, al-
most as if it were the only one (Stake 2006). In this environment the facts could 
not be pulled directly from surveys, interviews, or existing key performance indi-
cator reports, they needed to be collected piece by piece in order to solve the puz-
zle. The situation in the focus area of the study could be described by saying that 
very limited reliable information was available for addressing the research ques-
tion with confidence. In fact, the firms’ management had no key performance 
indicators available to directly answer the research question. As such, there was a 
high risk of manipulation. Manipulation could have also happened unwittingly by 
false observations by the investigator or addressing the wrong target group for 
study.  
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This does not mean that other approaches are not usable or important; on the con-
trary, analysis of archival records, histories, surveys and interviews play a major 
role when creating multiple sources of evidence. Overall, it is not suggested that 
the approach taken was either better or worse, but that the choice of combining 
different approaches within a multicase-study approach supported the target of the 
study. Closing the knowledge gap and reaching the study objectives required col-
lecting, presenting and analyzing data fairly in a way that the research question 
could be answered.  

The inductive (Observations  Pattern  Tentative hypotheses  Theory) and 
deductive (Theory  Hypotheses  Observations  Confirmation) reasoning 
approaches are the two broad methods often used for reasoning (Trochim 2006). 
In this research both inductive (bottom-up) and deductive (top-down) approaches 
were used. Inductive reasoning was applied because different case firms had very 
different profitability figures. They had different profitability figures, even though 
they were operating in the same markets, were using similar or the same channels 
to markets and were dealing with very similar or the same end customers. For this 
reason, these specific observations and measurements were formulated into tenta-
tive hypotheses that could be further explored. A deductive reasoning approach is 
applied to support the formulation of the tentative hypotheses and further reflect 
the previous research results into the contribution of the study (Trochim 2006). 
The main role of deductive reasoning was to confirm the tentative hypotheses 
formulated while applying inductive reasoning. This was done by studying the 
existing research in this research area and by comparing the indicated results with 
tentative hypotheses.   

The research approach was built around a marketing approach called AIDA. The 
AIDA model has been claimed to be first introduced by an American advertising 
advocate, E. St. Elmo Luis (Strong 1925).  The acronym AIDA is used in market-
ing and it describes a sequential list of events that may be undergone by a person 
selling a product or service. These events are attention, interest, desire and action. 
In this multi-case study research the purpose of attention was to attract the atten-
tion of the potential case firms by raising a question that was widely discussed but 
not tangibly addressed: “How does order lead time impact on firms’ profitabil-
ity?” The attention was raised by actively approaching selected key managers in 
the business and by challenging them to discuss and elaborate the subject further. 
As such, this raised the needed attention and establishing the needed interest by 
the key managers in the area of the electrical equipment and appliances business. 
Interest was further promoted by introducing the forthcoming research approach 
with the high level vision, mission, and expected values of the research along 
with deliverables. The interest creation was done with face to face discussions 
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with steering committee members and by one firm at a time. Articulation of the 
key management inputs around the subject and presenting a simplified approach 
were used to create the desire to participate in this research. In this way the key 
management of the firms was convinced about the potential benefits of the re-
search for them and also for their corporation as whole. When commitment on the 
managerial level was achieved, non-disclosure agreements made and the needed 
contacts agreed on, then the needed actions to operation level contacts were 
communicated, thus reaching the final event of the AIDA, action. 

4.2 Population and delimits 

The multicase-study was conducted within selected firms of a multinational cor-
poration. This corporation and its firms operated within global electrical equip-
ment and appliance manufacturing and service businesses. Different firms in the 
corporation had adjusted their strategies according to four main order delivery 
principles. They served the internal and end customer needs with all four custom-
er order decoupling points (CODP), depending on the market needs, competition 
and existing strategy. Despite serving customers also from stock (make-to-stock), 
the value of the stock of the yearly revenues in 2005 was only 2 percent. As such, 
the assumption was that from this kind of environment the required number of 
case firms would be found in order to study and answer the research questions.  

The purpose of setting delimits for the case research was to establish a research 
environment that was constructed with firms that were experiencing similar issues 
in similar environments: 

1. The case study participants had to be located in the western part of Finland 

2. All case firms had to serve customers via similar operation models 

3. The case firms had to show profitable growth during the study and 2 years 
prior to the study on the selected product families 

4. The case firms could not have implemented any major changes in the produc-
tion principles or product structures during the studied period 

The first delimit was to focus the study cases on a selected geographical location. 
The possibility to conduct a case study with firms that were closely located was 
considered an advantage. These firms experienced similar location benefits and 
problems, and thus the study did not have to address the issue of the firms’ loca-
tion. Also the close location of the case firms enabled close collaboration and thus 
the gathering of more detailed information needed for understanding the cases. 
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The second delimit was to make sure that the general customer serving processes 
were alike. The purpose was to ensure the comparability of the case firms on 
some  level.  The  third  delimit  was  to  select  only  cases  that  were  not  struggling  
with financial crisis. The purpose here was to eliminate cases which had higher 
risk of changing their operational principles due to financial difficulties. In a 
global corporation like this, there could be a lot of high level management deci-
sions behind these issues. Thus, in order not to bring dispersion among the select-
ed cases, these kinds of firms were rejected from the study. The fourth delimit 
was to prevent the data being skewed by extraordinary selection of the data. Data 
distortion could happen if major changes of production principles or in product 
structure had taken place during the research period. The main requirement for the 
selected case firms was that they needed to be able to deliver the needed data be-
tween the years 2006 and 2008. Not necessarily from the entire time span, but 
data from more than one year was required. Investigating firms over a long period 
of time and using a multicase-study were considered mandatory. In this way, the 
approach would provide a systematic way of looking at events, collecting data, 
analyzing information and reporting results (Yin 2003). As a result, the investiga-
tor gained a heightened understanding of what impacted on what, why, and vice 
versa. As the study progressed, this approach enabled testing and adjusting of the 
research questions and hypotheses (Flyvbjerg 2006). First, all the selected firms 
had to be operating in international markets and located nearby, geographically. 
In this way, the study tried to minimize the competitive advantage or disad-
vantage created by geographical location. This eliminated potential case firms 
from other countries as well  as other cities than the selected city of Vaasa,  Fin-
land. Second, the firms had to operate with the same kind of operational principle. 
This was the build-to-order type of customer order delivery process; thus, poten-
tial  case firms and their  product families served from stock were left  out of this 
study. In this way, the response time of the order delivery process became visible 
instead of focusing only on warehouse management and logistics. Third, the firms 
needed to have a stable and profitable order delivery process one year prior to the 
study period of 2006–2008 and during this period. In the potential population, this 
was considered a precaution during the time of economic boom in the field of 
study. However, the fourth delimit really limited the potential choices. Not neces-
sarily entire firms, but in many cases some of their production families and pro-
duction lines. In any case, the studied population was chosen among the product 
families and production lines that met the previously indicated criteria.  

Constructing a population in this way made it possible to collect data evidence of 
real cases operating in real situations. A small number of cases were chosen in 
order to build a deeper understanding of them. A deeper understanding was criti-
cal when interpreting the business data into information, building the business 
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knowledge by analyzing the information and exploring the knowledge in order to 
propose future strategic decisions for the case firms. If the studied sample popula-
tion had been larger, the risk of failure of building a deeper knowledge of the cas-
es would have been significantly higher due to limited resources.  

4.3 Data gathering process 

In order to test the identified four research questions, a specific field of study had 
to be chosen. For this particular purpose the electrical equipment and appliances 
industry  was  chosen,  for  two  reasons.  First  of  all,  the  electrical  equipment  and  
appliances field of operations was well known by the author of this doctoral dis-
sertation  work.  As  the  author  had  worked  for  several  years  in  this  business  and  
had been in operation related projects in more than 20 different manufacturing 
firms in the field of the electrical equipment and appliances business sector, the 
basic know-how on operations was expected to provide a very solid base for the 
research. Secondly, during his work in more than 20 different firms, the author 
had built a large organizational relationship network of key contacts in which 
mutual trust and co-operation existed. Thus, the acquired data through interviews, 
discussions and data mining was expected to be much more valuable and reliable 
than, for example, sending questionnaires to people and industries not known by 
the author. In this way the first objective of the case-study, that is to understand 
the case (Stake 2006), was much more mature at the beginning of the process. Of 
course, this was supported with case firm focused interviews, for which a set of 
questions was prepared. This set consisted of questions on selected supply and 
procurement strategies, office and production processes, warehousing, shipping 
and logistics arrangements. With the set of questions asked from the interviewed 
persons, a rough picture of the operations was drafted as a high level value stream 
map (VSM).  

While the interviews built an understanding of the cases and operational envi-
ronment of electrical equipment and appliances, it made it easier to choose poten-
tial firms from the interviewed population. Knowing the background of the cur-
rent and past business of the possible case firms was critical in making the final 
selection. The interviews enabled an explanation of the background, targets of the 
research and the benefits of the study to the recipient firms, thus raising the inter-
est of the firms to participate, as well as building direct links between the key 
people of the firms and the investigator. 
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Figure 9.  Research approach to answer research questions and test hypotheses. 

During the interviews, it became increasingly clear that the management did not 
have the information available to answer the question: Does the order lead time of 
the order delivery process have an impact on profitability? Conflicting infor-
mation from the management interviews confirmed the need to examine the func-
tioning and activities in more detail. Thus, the decision was to start retrieving re-
al-life archival order delivery process and profitability data from existing systems. 
This confirmed the assumption that the research question would be too difficult to 
approach only through a more traditional qualitative case-study based on inter-
views. 

First, a pilot firm was selected among the case firms and taken under closer exam-
ination. The purpose of the pilot case was to create understanding of what kinds 
of data details were available and what kind of data could be expected from the 
other participating cases. In this way, the approach could be adjusted case by 
case. Creating the list of available data included screening the order delivery and 
financial data, together with several key persons in the firm. The screening con-
sisted of going through different sources of order delivery, supplier performance 
and financial data. After screening, the available data was listed with explanations 
about what each particular data contained.  

Second, a list of collected data was created. The list included roughly 130 differ-
ent order delivery and financial performance details, such as selected customer 
names, customer numbers, customer origins, customer order received dates, cus-
tomer order shipped dates, requested delivery dates by the customer, prices paid 
by the customer, key component material costs from different suppliers on select-
ed customer orders, suppliers, supply lead times, supplier names, supplier num-
bers, supplied key components, order based profits, selected product families, 
production lines, different time stamps from the office, manufacturing, packing 
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and shipping processes. A more elaborated list of the collected delivery and per-
formance details can be found in Appendix 2. This list was reviewed together 
with the firm’s key person(s), and modified if needed. The purpose for collecting 
extensive process, delivery and financial data was to be able to provide multiple 
angles on explaining, interpreting and backing up the results and evidence ob-
served from the case firms. When the content of the list and the time frame were 
agreed, the data was extracted and collected. This was done by the nominated 
person in the case firm, who was also responsible for delivering the data. 

Third, the extracted order delivery and financial data were reviewed by the inves-
tigator. The purpose of the first review was to confirm that all the needed data 
was extracted and in a usable format. The second review of the data was conduct-
ed by using MS Excel. The purpose of the second review was to eliminate clearly 
visible false data. In this review, the data was shortened and filtered several times 
in order to indentify false inputs from the sheets, columns, rows and cells. If a lot 
of missing or inconsistent data was identified, the person responsible for the case-
firm’s data extraction was contacted in order to make a partial or full re-run of the 
data collection process.  

Based on the pilot case, the main process for the data gathering was identified and 
used for gathering the data from the rest of the selected cases. The target was to 
have from one to three different product families which would have enough order 
delivery transactions during the predefined time frame and would thus fulfill the 
criteria for the study. From the selected product families, two to four different 
products were selected. The aim of selecting the products from the product fami-
lies was to have products that could be considered as high runners. High runners 
had the advantage of being served across most of the customer segments, and 
involving  most  of  the  customer  segments  enabled  the  study  to  explore  the  re-
search questions better, especially the first two research questions: Are different 
customer segments paying more, and are different customer segments served with 
significantly diverging order lead times?  

A number of potential case firms failed to deliver the agreed data for analysis. 
Nearly all of them had difficulties in delivering the needed data from their sys-
tems. For most, the data was there, but creating the connection with the financial 
and operational data on the order level appeared to be very difficult. Financial and 
operational data stored in several different and independent systems, and the lack 
of experience in extracting and combining this kind of data, made the task labori-
ous. This was because the data was often in different formats and because it was 
difficult to find data keys that could be used for connecting the needed data on 
specific orders. Laborious manual work also increased the risk of making mis-
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takes when connecting the financial and operational data. This laborious process 
was conducted with one of the case firms. After performing this process of data 
gathering, a decision to avoid similar process in future cases was made. Thus, 
only case firms with data that could be gathered directly from the system and with 
adequate data keys would be used when moving on to the next case firm. In this 
case study, these firms did their in-house operation stage acknowledgements by 
scanning the barcodes into the firm’s operation system. The used barcodes were 
either stickers on the products or prints in the different work orders that travelled 
with the product through the processes. In some cases the work orders were 
batched in manufacturing and scanned in the systems when the entire order was 
completed. This observation was done when creating the high level value stream 
maps for the case firms. Thus, this bias that happened for some products was 
avoided by using the time when the shipping department received the product. In 
this way the product manufacturing times for certain products could be handled as 
times that were closer to the real manufacturing lead times.  

Data gathering to test the fourth research question: “Are customers more satisfied 
with firms that can deliver similar products with significantly diverging order 
delivery lead times?”, was more straightforward. This particular case organization 
had been conducting customer satisfaction surveys for years and using the same 
set questions throughout different case firms. Thus, this already existing and ap-
plicable information from the different case firms was collectively acquired from 
different case firms. Even though the questions and measurements were one-to-
one, they needed to be translated into comparable format for analysis. Also the 
free text comments from the customer responses were reviewed in order to build 
understanding around the business opportunities (Figure 9). 

4.4 Data analysis 

Three case firms were able to deliver the set of data in the agreed time. After re-
ceiving the data, it was screened for missing information and abnormalities. Miss-
ing data was easy to spot with plain spreadsheet applications, whereas abnormali-
ties were much more difficult to pinpoint. For identifying abnormalities in lead 
times and profits, the data was sorted according to selected customers with as-
cending order delivery lead times and attained profits. In this way, data was 
grouped into customer groups, and after identification abnormally short or long 
lead times were removed from the acquired data. Also abnormal profits were 
questioned and discarded if they were found to be out of line with other order 
deliveries due to abnormal procedures like warranty replacements.  
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As the case data had passed the two above reviews, the format of the data was 
adjusted in a way that made it processable in a statistical analysis program. The 
program for statistical analysis of the study was called SPSS. The majority of the 
data adjustments changed the data types (numeric, string or date) and measures 
(scale,  nominal  or  ordinal).  Also  adjustment  of  the  cell  widths,  number  of  deci-
mals and re-labeling were needed.   

When the data was suitable for statistical analysis with SPSS, first analyses were 
conducted. The first data review was made by the investigator. The purpose of the 
first review was to indicate remaining errors in the data, record data outliers and 
test whether the data was large enough for statistically valid analysis. The limit 
for statistically valid sample size analysis was set for 30 valid order deliveries. 
The limit of the sample size was not set according to any required sample size 
calculations for hypothesis testing, but on a generally accepted sample size ac-
cording  to  statistical  research  professionals.  This  was  done  due  to  the  nature  of  
the research approach and research questions in the study.   

 

Figure 10.  Eliminating data outliers. 

“All researchers have great privilege and obligation: The privilege to pay atten-
tion to what they consider worthy of attention and obligation to make conclusions 
drawn from those choices meaningful to colleagues and clients.” (Stake 1995: 
49). One of the main qualifications in qualitative research is the researcher’s ex-
perience, which comes largely through reflective practice. The experience of the 
qualitative researcher is likely to lead to significant understanding of and recog-
nizing good sources of data. According to Stake, an experienced researcher con-
sciously and unconsciously tests the veracity of their eyes and robustness of their 
interpretations (Stake 1995:49–50).  
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When the sample sizes were confirmed, the first data analyses were done. The 
first analyses enabled a comparison of the results from the interviews against the 
real order delivery data. As the interviews with the key persons in the case firms 
had indicated, the variation between the answers and actual data was high in 
many cases. These deviations were documented for later use in the process.   

Some flexibility and adapting of the analysis process was needed due the fact that 
the participating companies had very different kinds of product family structures 
and product portfolios. Despite the differences between the case units, the ac-
quired data was divided into different groups as much as possible. These groups 
helped to create an understanding of the operation of the order delivery process to 
the end customers from different group-specific perspectives. 

The second step of the analyses was to present the first analysis and observations 
to key persons in the firm. The first target was to eliminate false assumptions 
made by the investigator and key persons involved. The second target was to raise 
the question of data outliers. Raising the data outliers for discussion enabled the 
process for building a more reliable set of data for analyzing the research ques-
tions. Outliers that were caused by force majeure or a change in customer needs 
were eliminated from the data used in the analysis. Review sessions with the key 
persons of the case firm appeared to be an excellent source of tacit knowledge. 
For this reason, these review sessions were conducted two to four times with each 
firm, depending on the number of questions raised during the data analysis. With 
the  help  of  these  review  sessions  and  issue  clarifications,  the  study  was  able  to  
avoid several pitfalls that would have affected the results negatively.  

4.5 Statistical methods 

The statistical methods used in this study focused on correlation analyses. Corre-
lation analyses are used for testing the strength of relationships between several 
pairs of selected variables. They varies from 0 (random relationship) to 1 (perfect 
linear relationship) or -1 (perfect negative linear relationship). The following sec-
tion presents the main principles of the statistical correlation analysis used in this 
study.  

4.5.1 Scatter plot 

The scatter plot, also known as scatter diagram, or X-Y graph, or scatter graph, 
was used for providing useful information about the data patterns. In this study, a 
scatter plot was used for two purposes. First, it was used for eliminating data out-
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liers. This was done at the stage when the data was prepared for analysis. Second, 
a scatter plot was used for confirming the linear nature of the correlation and de-
termining whether there is a correlation between the two variables. The second 
examination was needed because sometimes even when the correlation coefficient 
appears important, examination of the data with a scatter plot can suggest other-
wise (Elliot and Woodward 2007).  

The purpose of the scatter plot  in the analysis process was to display what hap-
pens to one variable when another is changed (Bauer, Duffy and Westcott 2006). 
Scatter plots are useful in rapid screening for a potential relationship between two 
variables. Answering the first research question, for example, required the observ-
ing of the order lead times and price. As this study is about time and how it im-
pacts other critical KPI’s, the customer order lead time is considered as a cause 
variable and plotted on the horizontal X-axis. For the first research question, an-
other variable is the price. This variable is considered as an effect variable and 
plotted on the vertical Y-axis. Plotting the cause and effect variables made it pos-
sible to get a rough picture of the possible correlations and direction of the corre-
lation slope.  

4.5.2 Histogram 

The histogram is a graphic summary of variation in a set of data (Bauer et al. 
2006). In this study a histogram was used for two purposes: First, for graphical 
visualization of data outliers; second, in visualizing the nature of the data distribu-
tion. When a histogram shape looks approximately like a bell curve, it suggests 
that the data may have come from a normal population (Elliot et al. 2007). Once 
the  normality  of  the  data  was  confirmed,  it  opened  up  the  possibilities  of  using  
several  statistics  such  as  means,  standard  deviations,  and  so  on,  to  describe  the  
data.  

4.5.3 Correlation analyses 

The dependencies of quantitative (numeric) and independently collected observa-
tions from operational and financial performance needed to be tested in order to 
test the hypotheses and answer the research questions. For this purpose, Pearson’s 
product moment correlation coefficient (PMCC) was used. PMCC is more gener-
ally known as Pearson’s correlation coefficient ( ), which is estimated from a set 
of data usually denoted by r (Elliot et al. 2007). PMCC is generally used for test-
ing the strength of a linear relationship between two normally distributed numeri-
cal values (Elliot et al. 2007; Saunder 2008). It measures how closely two points 
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(X and Y) in a scatter plot are to a straight line. If the two tested variables are not 
related, then the PMCC is not able to detect the correlation as hypothesized ( ). 
Also, if the two tested variables are related but the relationship is not linear, then 
the PMCC may not be able to detect the relationship ( ). If two variables are 
related and the relationship is linear, then Pearson’s moment correlation coeffi-
cient is able to detect the correlation as hypothesized ( ).  

The hypotheses for the study with PMCC were presented as follows:  

: = 0 (there is no linear relationship between the two variables) 

: 0 (there is linear relationship between the two variables) 

In the correlation tests where 0, the two tested variables can have either posi-
tive or negative correlation. However, the visualization with histograms and scat-
ter graphs or testing the correlation with PMCC might not be enough in all stud-
ies. For this reason, there are a few alternative methods presented briefly in the 
following section, some of which are also used in the research to confirm the re-
sults achieved with Pearson’s correlation coefficient analysis. 

Other correlations used to confirm the results were Spearman’s rho and Kendall’s 
tau. Spearman’s rho and Kendall’s tau measure the same as Pearsons’ correlation 
coefficient analysis, except that they do not require the increase or decrease to be 
represented by a linear relationship. The main idea of using Spearman’s rho and 
Kendall’s tau was to make the coefficient less sensitive to non-normality in distri-
butions. (Elliot and Woodward 2007). 

The hypotheses for the study with Spearman’s rho and Kendall’s tau were pre-
sented as follows:  

: = 0 (there is no monotonic relationship between the two variables) 

: 0 (there is monotonic relationship between the two variables) 

Here, monotonic relationship suggests that the relationship between the two vari-
ables would be either increasing or decreasing.  

A common method of validating a measure is to see if it correlates with some 
objective measures or already-validated other measures. This study, for instance, 
wishes to validate a measure of "time" by showing that it correlates with an objec-
tive measure of “money”, on the assumption that faster order lead time should be 
well  correlated with the amount paid by the customer.  Even though this may or 



 Acta Wasaensia     55 

  

may not be a valid assumption, methods of establishing the reliability and validity 
of measures rely heavily on correlation.  

Observing only correlation is not enough. Also the variance should be taken into 
account in validation. Two proposed measures may have identical correlations 
with the validation measure (with the amount paid by the customer in the example 
above), but this does not mean the two proposed measures are equal. It is possible 
for the two measures to differ, even substantially, in variance. Here, the correla-
tion only shows that the proposed measure and the validation measure go up and 
down together to a degree that is reflected by the correlation coefficient. Correla-
tion does not say that the spread up and down will be the same for equal correla-
tions. Thus, variance is needed.  

4.6 Summary of analyses 

There are a number of other special types of correlation analysis to handle the 
special characteristics of variables. There are also other measures of association 
for nominal and ordinal variables. Multiple regression, to name one, produces 
multiple correlation, R, which is the correlation of multiple independent variables 
with a single dependent. It is based on linear combinations of interval, dichoto-
mous, or dummy independent variables. Dummy independent variables, for ex-
ample, were used for validating the correlation analysis done for research ques-
tion 3.  

Ultimately, all types of statistical analyses are based on calculations that use pre-
defined and assumed formulas. In best cases, these calculations will give results 
that indicate the direction of the actual events. Without underestimating the usa-
bility of statistical correlation analyses in any way, in this study they are consid-
ered only as supportive and indicate the analysis in determining the answers for 
the research questions. The main source for the conclusions will be based on the 
visual information from the data, such as scatter plot graphs. 

4.7 Reliability and validity analysis 

The purpose of this doctoral dissertation work is to make a contribution to the 
field of study. In order to do so, the study should be concerned with reliability and 
validity analysis. This should be attempted, even when there is no coherent set of 
reliability and validity tests for each research phase in the case study (Riege 
2003).   
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4.7.1 Reliability 

The empirical data for the study was collected by the researcher as a sample of 
opportunity. This empirical data consisted of both qualitative and quantitative 
data. Since the qualitative (interview based) data was based only on one person’s 
view, there was a possibility that the acquired data could be biased. Avoiding the 
risk of acquiring biased data, the interview questions were divided into different 
parts of the order delivery process. In this way procurement related questions 
could be focused on professionals in different functions of the order delivery pro-
cess. Reliability of the data was also ensured by collecting the data from inter-
views instead of questionnaires. The interview situation enabled the investigator 
to explain the questions, relate them to the processes and adjust them to the cur-
rent order delivery strategies used in the case firms. This required previous 
knowledge of the case firms, but since the investigator had been acquainted with 
the case firms during his formal working experience, this opportunity was 
grasped. Also the piloting of one case firm and conducting from two to four sepa-
rate interviews and reviews in pre-analysis enabled a fine-tuning of the questions.  

The reliability of the quantitative data was ensured by using different approaches. 
First, the data collection principles and guidelines for the needed data were de-
fined. In practice, this meant that sources for the quantitative data were defined, 
and both obligatory and supporting performance indicators were defined for the 
study. Obligatory performance indicators were required from all the participating 
units. The idea was to ensure the testing of the research questions. Supporting 
performance indicators, on the other hand, defined the depth of the analysis. 
When the case firm was able to deliver more supporting performance indicators, 
the study was provided with more knowledge and evidence on the case and thus 
also on the results of the analysis. Second, the acquired data was sieved with dif-
ferent methods discussed in Section 4.5. In this way data outliers, and missing and 
wrong values, could be eliminated and the reliability of the data for analysis con-
firmed.  

4.7.2 Validity 

Validating a measure refers to the extent which the measure really measures what 
it was intended to measure. A common method of validating a measure is to test if 
it correlates with some objective measures or already-validated other measures. 
However, Cohen (1988) states that interpretation of a correlation coefficient de-
pends on the context and the purpose of the study. A correlation of 0.9 may be too 
low if one is verifying a physical law using high-quality instruments, but may be 
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regarded as very high in the social sciences, where there may be a greater contri-
bution from complicating factors (Cohen 1988).  

Due to the nature of the data and its distribution, this study could not rely purely 
on the correlation analysis. Instead, graphical analyses of the data were conducted 
in order to build evidence for the research questions. Important from the validity 
perspective was also the decision to make analysis only of sample sizes that had 
enough cases to be considered statistically relevant. In practice, this meant 30 or 
more order deliveries with pre-defined obligatory data indicating the performance 
of the entire process.  
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5 CASE FIRMS, ANALYSIS AND RESULTS  
 

This chapter presents the analysis conducted to test the research hypotheses. In 
this process, the results of the conducted hypotheses analysis and the answers to 
the research questions are presented. The chapter is constructed such that first the 
case firms and their order of penetration points are presented. Second, the level of 
analyzed order delivery data from the case firms is indicated. Third, all the hy-
potheses are tested and the hypothesis results summarized. Finally, all the case 
study hypotheses and research question findings are summarized and the results 
are presented. 

5.1 Describing the cases 

The list of interested and potential case firms was eight. Out of these eight, alto-
gether five case firms had to be disqualified. Three of them did not pass the set 
criteria described in Section 4.2. The other two did pass the set criteria but failed 
to deliver data accurate enough before the set data delivery deadline. With the 
ones which did qualify, applicable non-disclosure agreements (NDA) were made 
due the nature of the sensitive discussions and data. It was agreed that neither 
actual  figures  nor  firm or  product  names  would  be  shown in  the  case  study.  In-
stead, names would be changed and sensitive figures indexed. Thus, the names 
and figures in this case study are disguised to protect sensitive data and the names 
of the case firms.  

5.1.1 Mighty Machines 

The first case firm, Mighty Machines, fit the set criteria perfectly. For the select-
ed  products  and  product  families,  Mighty  Machines  was  operating  on  an  engi-
neer-to-order (ETO) basis. It had been profitable consistently for the past several 
years. It also had not made any major changes to the products, production lines or 
to the order delivery process of the selected product and product lines during the 
scope set for the study. Thus, all the prerequisites for acquiring the needed order 
delivery related data for statistically relevant analysis existed.  

The acquired data from Mighty Machines contained a little more than 360 order 
delivery transactions from two production lines and from four customer segments. 
The structure of the Mighty Machines order delivery and financial data was used 
as the pilot. The template for acquiring data from other case firms was based on 
the data structure from Mighty Machines. The studied products at Mighty Ma-
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chines consisted of similar components which were produced in two similar pro-
duction lines, Alfa and Beta. Alfa had 266 order delivery transactions and Beta 
had 95. Overall, these two production lines produced very similar products for 
two different customer segments.  

5.1.2 Power Control 

The second case firm, Power Control, was also found suitable for the criteria set 
for the research. Power Control was operating on a make-to-order (MTO) basis. It 
had been profitable long enough to be part of the study. The product family cho-
sen for the research had remained the same and the order delivery process for the 
concerned product family had not been changed radically. Some minor modifica-
tions had been conducted to the manufacturing processes, which limited the time 
scope slightly.  

The acquired data from Power Control included close to 300 order delivery trans-
actions from three customer segments. Segments A, B and C all purchased the 
same product. Typically, the product type in the study had a lot of variations. 
These variations were mainly made with different key component setups and con-
figurations. Thus, a significant share of the engineering was done by key compo-
nent suppliers, which in many cases had to engineer the key component to fit the 
customer specification.   

Unfortunately, the case firm Power Control was rather more challenging than the 
other case firms in the sense that there were not enough order delivery cases for 
all levels of analysis to conduct statistically relevant analysis. Power Control had 
gone through a renewal process with the selected product. In practice, this meant 
that the study had to work with a fraction of the data available. Naturally, this 
decision limited the number of orders to be studied from this case firm. For in-
stance, the limited number of cases prevented statistically relevant analyses for 
testing the third research question. Secondly, a deeper analysis of the processing 
times in different processes and functions was limited. This was due to fact that 
the data had only the order and received dates. Nevertheless, this case firm was 
able to provide the obligatory data and had enough reported order deliveries for a 
high level analysis.  
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5.1.3 Agile Grid 

The third case unit, Agile Grid, was the last firm that delivered the required data 
on time and met the qualification criteria set for the research. Agile Grid fit the 
research criteria perfectly. At the same time, it fulfilled the whole spectrum of 
build-to-order (BTO) manufacturing strategies with assembly-to-order (ATO). 
The products and product families, together with production practices, had re-
mained the same long enough for Agile Grid to qualify for the case study.   

The acquired data from the Agile Grid had more than 1400 reported order deliv-
ery transactions. These orders covered a two year period of order delivery transac-
tions for selected countries. Due to the high number of transactions reported, the 
data could be divided and analyzed at several levels. The data included three dif-
ferent countries,  nine different customers and seven customer segments.  This al-
lowed closer and more reliable statistical analyses among different groups provid-
ing valuable information for the study.   

Another positive aspect of the extensive number of reported order delivery trans-
actions over the two year period was the possibility to split the data into two time 
periods. Splitting the data in this way enabled the internal and external changes to 
be studied in more detail. These periods are later in the doctoral dissertation re-
ferred to as the first period and second period. 

5.1.4 Summary of description of the case firms 

Although all the case firms fit the selection criteria, still they were all different in 
many perspectives. All the products produced and analyzed in the selected firms 
were different. Physically, the product sizes varied from the size of an elephant to 
the size of a cat. Prices for the products varied from a few hundred to several 
thousand. Customer order delivery lead times varied from a few weeks to several 
months. One of the main differences was that each one of the case firms and their 
product families operated with different strategic order penetration points.  
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Figure 11.  Customer order penetration points (COPPs) for the case firms (modi-
fied from Tersine 1994).  

All the case firms were considered to be manufacturing firms that were selling 
both directly and indirectly to end customers. For a large global enterprise like the 
one  in  this  case  study,  a  lot  of  business  activities  of  the  individual  firms  can  be  
also focused in parallel or in a competitive matter on the same customers. This 
means that these firms can offer their  products through several  channels and di-
rectly to the end customers. Figure 12 presents a generic model of how the case 
firms can offer their products directly or via different channels to end customers. 
These channels include players like internal system integrators, local sales units, 
original equipment manufacturers (OEM), external (competing) system integra-
tors or several combinations of them.  

Despite the differences, these products can be found next to each other on the 
customers’ final applications. These products are present in power plants, pulp 
and paper plants, oil & gas rigs, luxury cruisers, mining sites, metal smelters and 
in several other business oriented applications. Ignoring the variety in size, price 
range, order delivery lead time, final destination, or customer order penetration 
point, they were all customized for individual customers who had diverging 
needs.  
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Figure 12.  Generic model for alternative paths for case unit products to end 
customers. 

5.2 Approach for overall analysis 

The qualitative part of the research was conducted face-to-face with the selected 
persons from the case firms. With the key person(s), the purpose and the focus of 
the study were reviewed. This was done in order to confirm understanding of the 
targets of the study. As such, the role of the case firm was explained and the way 
confidential data would be presented. The product families involved in the study 
were discussed in more detail and selected products within product families were 
highlighted. The purpose of the pre-interview discussion was to ensure that the 
focus was on the selected product families.  

The actual interview focused on creating knowledge on how different functions 
and processes operated. This was done with a series of questions focusing on the 
flexibility of the lead time. Understanding of the different functions and processes 
was developed by focusing on the flexibility of the customer order delivery and 
the order delivery process perspective. Here, the focus was on answering a series 
of question like:  

END CUSTOMER

INTERNAL SYSTEM 
INTEGRATOR

EXTERNAL SYSTEM 
INTEGRATOR

MANUFACTURING UNIT/CASE FIRM

ORIGINAL EQUIPMENT 
MANUFACTURERLOCAL SALES UNIT

M
A
T
E
R
I
A
L

F
L
O
W

I
N
F
O
R
M
A
T
I
O
N

F
L
O
W



 Acta Wasaensia     63 

  

– Was flexibility needed from the sales point or not? 

– What is time-based strategy from the sales department point of view and is 
there one? 

– How is flexibility created? 

– Does time-based flexibility add internal costs? 

– What are the reasons for offering shorter order lead times? 

These high level questions were followed by supporting questions. The support-
ing questions were individual questions based on the answers of the key person(s) 
from the case firm. The logic that the questions followed was based on the 
“5Why” methodology.  

A quantitative approach was employed with statistical data analysis. Statistical 
analyses were conducted on the acquired data with the help of statistical analysis 
tools like Microsoft Excel and Statistical Package for Social Sciences (SPSS). 
Both tools were used to conduct statistical analyses and graphical visualizations. 
The purpose of the quantitative approach was to provide less biased evidence for 
testing the research hypotheses than what was available with a qualitative ap-
proach. Value comparisons were made mainly by using Microsoft Excel when 
correlation analyses were carried out with SPSS. Correlation analyses were con-
ducted by using Pearson’s, Spearman’s and Kendall’s two-tailed (2-tailed) bivari-
ate analysis. Two-tailed analyses were performed in order to test both directions 
(positive and negative) of the correlation. Correlation analyses were conducted in 
two groups: 

1. Customer 

2. Customer segment 

In this research the limit of quantifying the level of statistical relevant analysis 
was set at 30 or more relevant samples. The limit of 30 or more samples was cho-
sen  based  on  the  generally  applied  rule  of  thumb  in  statistical  analysis.  Thus,  
sample populations of less than 30 were not considered as hard evidence when 
testing the hypotheses and answering the research questions. 

5.3 Approach for time-based flexibility analysis 

In the coming analyses different lead time terms will be used. Certain time stamps 
from the order delivery process were recorded and used for indicating the used 
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lead time in this multi-case study. The time measurements started from the point 
when the customer order was recorded into order system (order entry date). This 
time was used for the reason that it was now up to the manufacturing firm to start 
the needed actions like engineering, procurement, production planning and pro-
duction. The second and third time stamps were used for indicating the produc-
tion lead time (production started and production finished). The fourth and fifth 
time indicated the time needed for preparing the product and documents for ship-
ping (packing and invoicing started and packing and invoicing finished). The 
sixth time stamp was the date when the product was shipped (shipping date). The 
shipping date was used to indicate the end of the customer order lead time. These 
different time stamps and order lead times used in defining different lead times 
used in this multi-case study are shown in Figure 13. 

 

Figure 13.  Lead time “time stamps” for different lead time terms. 

Here, the shipping date was used instead of, for example, the customer order re-
ceived date because different customers had different needs and requirements for 
their choice of transportation. Transportation was normally customer specific, 
meaning that the delivery terms were fixed for different customers. Similarly, 
different customer segments were using segment specific delivery terms in most 
cases. Times handled without dependency on transport enabled a comparison of 
the lead times within and between different customers and customer segments in 
this multi-case study.  

In these analyses the most important time to focus on is the COLT. COLT repre-
sents the time closest to the time that the customer actually experienced. Also the 
possibilities to influence the COLT other than manufacturing times by expediting 
were much greater. The possibility for expediting selected orders were mostly 
done, for example, via dual sourcing, re-planning production, working overtime, 
building safety around bottlenecks or expediting the critical component delivery 
times from suppliers. Here, dual sourcing means that the same components or 
sub-assemblies could be purchased from different suppliers which had different 
capacities to offer, lead times and prices for the components and sub-assemblies. 
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Re-planning of the production means re-arranging the production release orders 
or reserving empty production slots for certain customers before the order is re-
ceived. Expediting critical lead time components means increasing the delivery 
frequency, for example, from once per week to three times per week. This would 
thus shorten the average waiting time from three and half days to close to one 
day. Focusing on bottlenecks would mean, for example, ensuring the maximum 
up-time in the identified bottleneck, increasing capacity in the bottle neck or out-
sourcing certain bottleneck related sub-assemblies to increase the bottleneck pro-
cess throughput.  

5.4 Testing research question one and hypotheses 

The purpose of the first research question was to test if the case firms were using 
time-based flexibility as part of their customer order strategy. From the customer 
perspective, time-based flexibility meant the adjustment of COLT (customer or-
der lead time) according to customer needs. For this, it was hypothesized in the 
first hypothesis that the case firms in the field of electrical equipment and appli-
ances were not offering different COLTs for customers. In other words, the case 
firms did not have the flexibility to offer significantly different COLTs for cus-
tomers. Instead, the order delivery process operated purely with first-in-first-out 
principles with close to standard process and delivery times.  

: = 0 (The case firm did not offer different COLTs for different customers) 

: 0 (The case firm did offer different COLTs for different customers) 

The first approach was to interview different key people from different parts of 
the overall order delivery process that impacts the COLT. The questions focused 
on understanding how the processes were managed and if there was a possibility 
to adjust the COLT if needed. Interestingly, different time-based approaches were 
indicated by each of the case firms. For two of them the ability to respond to cus-
tomer needs with the time-based flexibility of COLT was acknowledged. This 
was done through their commonly known processes. One of the case firms argued 
that time-based flexibility did not exist or was very rare. For them there was no 
commonly identified process, and it was handled case by case.  

The second approach was to statistically test the hypothesis by analyzing the ac-
quired order delivery data from the case firms. Analyses of the quantitative varia-
bles were condensed as mean values and standard deviations before conducting 
the tests. Here, this study explored the mean COLT values and standard devia-
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tions of COLTs between and within earlier identified customer and customer 
segment groups. Testing the differences between mean COLTs was done by split-
ting the data into different customer groups. Each of these groups consisted of a 
different number of samples that could be identified within the group. Next, the 
unwanted groups were removed from the source data. The purpose of removing 
sample groups with less than 30 order delivery transactions was to create statisti-
cally valid analysis for the study. When the data contained only the statistically 
relevant sample groups,  they were indexed according to mean COLTs. The pur-
pose of indexing mean COLTs was to indicate the dimensions of the differences 
between mean COLTs in selected interest groups. The analyzed data also consist-
ed of lead times other than COLT. These lead times were used for supporting the 
analyses and for building a deeper understanding of the firm’s processes.  

The aim of the second approach was to test two hypotheses that would provide 
more quantitative evidence for testing the first research question. These hypothe-
ses were stated as follows: 

: = 0 (Different customer groups were served with similar COLTs )  

: 0 (Different customer groups were served with variable COLTs ) 

and 

: = 0 (No significant time-based flexibility existed within the analyzed group)  

: 0 (Significant time-based flexibility existed within the analyzed group) 

The third approach was to confirm the second approach with a test for several 
independent samples. Testing several independent samples from the entire popu-
lation was done by using the Kruskal-Wallis test. This test was used for two pur-
poses. First, Kruskal-Wallis procedure was used for identifying the mean rank 
values. Here, the smallest COLT value is assigned Rank 1 (fastest customer order 
lead time), the second smallest COLT value is assigned Rank 2, and so on, until 
the largest value in the list is signed with the largest rank. The smallest Mean 
Rank value indicates the group with the fastest mean COLT value. Second, Krus-
kal-Wallis was used for testing that the samples did not differ in mean rank for 
the criterion variable. The first test was to indicate if the hypothesis was true. This 
test was to verify the observation from the first test and confirm the hypothesis 
test.  

The test was done with SPSS by recoding the numeric sample groups (1,2,3,…,N) 
into “dummy” output variables using SPSS’s “Transform” function. After recod-
ing the numeric variables into output variables, non-parametric tests for several 
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independent samples within the customer and customer segment groups were 
conducted. These tests were hypothesized as follows: 

: = 0 (There were no differences in the distributions of the COLTs for different groups) 

: 0 (There were differences in the distributions of the COLTs for different groups) 

The hypothesis with the Kruskal-Wallis was evaluated by testing the chi-square 
value. Kruskal-Wallis H is calculated on the basis of sums of ranks for combined 
groups. Here, the H is computed as: 

=
12

( + 1) ( / 3( + 1)

H is computed as above and then a chi-square value is checked from the chi-
square table with (k - 1) degrees of freedom, where k is the number of groups. If 
the tested critical chi-square value for the desired significance level (typically 
0.05) is equal to or less than the computed H value, then the observer should re-
ject the null hypothesis. Kruskal-Wallis was used to test for differences among 
feeds, because the normality of the data among different case firms was question-
able and sample sizes within some selected groups were small. It is also more 
powerful and preferable because it takes rank size into account rather than just the 
above-below dichotomy of the median test (Hollander and Wolfe 1999).  

The above described qualitative and quantitative analyses performed in three dif-
ferent electrical equipment and appliance manufacturing case firms were used to 
test the different hypotheses. The following three sections will cover the research 
question 1 analyses conducted in the case firms in more detail. Each case firm’s 
results will be summarized at the end of each section and there is an overall sum-
mary in Section 5.3.4.  

5.4.1 Mighty Machines 

5.4.1.1 Interviews 

Based on the interviews, it appeared that there was the flexibility to offer different 
COLTs to  key  customers.  It  was  stated  in  the  interviews  that  this  kind  of  time-
based flexibility was limited and could not be offered for all customers. The cus-
tomers to whom this possibility was offered were mainly key customers with con-
siderably high yearly volumes. It was very seldom that customers with smaller 
volumes were offered or received COLTs. Typically, smaller customers had to be 
satisfied with the COLTs promised. These promises were mostly based on the 
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process lead times from standard operations. However, it was also seldom that 
these customers even wanted or requested shorter COLTs than the ones offered in 
the first place.  

5.4.1.2 Data analyses 

A quantitative approach was used for validating the claims from the interviews. 
This was done by analyzing the order delivery data from the case firm Mighty 
Machines. In the collected data, Mighty Machines had 34 different customers, 
from which four had more than 30 qualified order samples. Four customers, Kisu, 
Misu, Sisu and Visu, had placed 218 product orders for specified products during 
the  studied  timeframe.  This  was  more  than  60  percent  of  the  overall  orders  for  
this product. 

Table 4.  Order frequencies from customers Kisu, Misu, Sisu and Visu. 

Customer  

 Frequency Percentage 
Valid  

Percentage 
Cumulative 
Percentage 

Valid Kisu 46 21.1 21.1 21.1 
Misu 30 13.8 13.8 34.9 
Sisu 107 49.1 49.1 83.9 
Visu 35 16.1 16.1 100.0 
Total 218 100.0 100.0  

The acquired data could be further divided into different customer segments. 
From the existing four customer segments, three qualified for hypothesis testing. 
These segments were A, B and D.  

Table 5.  Order frequencies from customer segments A, B, C and D. 

Customer segment 

 Frequency Percentage 
Valid Percen-

tage 
Cumulative 
Percentage 

Valid A 88 24.4 24.4 24.4 
B 178 49.3 49.3 73.7 
C 7 1.9 1.9 75.6 
D 88 24.4 24.4 100.0 

Total 361 100.0 100.0  

Products for different customers and customer segments were made in two indi-
vidual lines, Alfa and Beta. Since customer segments were served by two differ-
ent production lines, Alfa and Beta, the decision was to extend the analysis. The 
purpose was to identify the difference of the lines and thus to understand the envi-
ronment better.  
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Table 6.  Order frequencies from production lines Alfa and Beta. 

Production line 

 Frequency Percent 
Valid  

Percentage 
Cumulative 
Percentage 

Valid Alfa 266 73.7 73.7 73.7 
Beta 95 26.3 26.3 100.0 
Total 361 100.0 100.0  

The Alpha and Beta lines were specialized in producing very similar products 
with different levels of customization, which depended on the customer needs. 
Splitting the incoming orders into two production lines according to the level of 
product customization enabled a closer study of the use of COLT in different cus-
tomer segments. Although the studied end-products were more or less similar, the 
separation of lines for the analysis made a comparison of similar products from 
the Alfa line possible. Production line Alpha served customers with slightly less 
customized products than production line Beta. Alfa had the higher numerical 
throughput of these two production lines. According to the research data from the 
past two years, close to 74 percent of the orders were produced by production line 
Alpha. 

Table 7.  Order frequencies from customer segments A, B, C and D by 
production lines Alfa and Beta. 

Customer segment 
Production line 

Frequency Percentage 
Valid  

Percentage 
Cumulative 
Percentage 

Alfa Valid B 178 66.9 66.9 66.9 
D 88 33.1 33.1 100.0 

Total 266 100.0 100.0  
Beta Valid A 88 92.6 92.6 92.6 

C 7 7.4 7.4 100.0 
Total 95 100.0 100.0  

Alpha also produced for two main customer segments in the research. These cus-
tomer  segments  were  B  and  D.  From  these  two  customer  segments,  segment  B  
was the biggest from the studied customer segments at Mighty Machines. Cus-
tomer segment B had nearly half of the total orders. Customer segment D was the 
smaller of the customer segments produced in production line Alpha. Overall, D 
was the second biggest customer segment, together with customer segment A 
from production  line  Beta.  D segment  comprises  slightly  over  24  percent  of  the  
total orders studied.  
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Beta served customers with a slightly higher customization level than production 
line Alpha. Beta represented the remaining 26 percent of the production orders 
studied. Like Alpha, Beta also fulfilled orders for two of the main four customer 
segments. These segments were A and C. Customer segment A shared the second 
biggest customer segment, together with customer segment D from production 
line Beta, with slightly over 24 percent. The smallest customer segment for Beta 
was customer segment C, which had less than two percent of the total orders, and 
because of the small  number of orders it  did not qualify for statistically relevant 
analysis. For this reason, customer segment C has no statistically relevant value 
for the later analysis. However, customer segment C was part of production line 
Beta and also served different individual customers. Thus, it was not completely 
removed from the data, but used for adding valuable samples for customer and 
production line level analyses. 

Four different mean order lead times were used for indexing the COLTs for four 
customers, three different customer segments and two production lines. They 
were indexed in a way that the smallest mean COLT value was used as a divider 
for the other mean values of the COLTs. The base figure 1.00 indicated the fastest 
mean for COLT value. In other words, 1.00 indicated the fastest COLT mean 
among the studied group, and as the index number increased, so the mean COLT 
also increased. The indexed mean COLTs were then compared between the cus-
tomers, customer segments and production lines.  

Due to fact that Mighty Machines had data available from in-house processing 
times from several stages of the process, supporting measurements for COLT 
were used. These were total throughput time (TTPT), production, packing and 
invoicing lead time (PPILT), and production lead time (PLT). TTPT was a meas-
ure between the order received date and production finished date. PPILT was a 
measure between production started date and ready for shipping date. PLT was a 
measured time between the production start date and production finish date. The 
purpose for also analyzing TTPT, PPILT and PLT was to identify where the time-
based flexibility was created. 

5.4.1.3 Customers 

Customer orders from Kisu, Misu, Sisu and Visu were distributed to production 
lines Alfa and Beta. The only exception was Misu, which did not have any deliv-
eries from production line Beta. Orders from Kisu, Sisu and Visu were distributed 
among the different production lines as indicated in the frequency column in Ta-
ble 8. 
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According to the interviews and statistical analysis, Mighty Machines offered 
significantly different order lead times for their customers. As it appeared, the 
customer  to  whom  this  time-based  flexibility  was  offered  the  most  was  Sisu,  
which had the highest number of orders during the studied time period. Thus, the 
interview and analysis confirmed that the case firms were delivering similar 
products with significantly diverging order delivery lead times for different cus-
tomers. 

Kruskal-Wallis test on customers 

The Kruskal-Wallis ranks in Table 10 confirmed the claim indicated in the inter-
views that high volume key customers are given time-based flexibility in COLTs. 
The earlier approach of testing the mean COLTs between different customers 
could not indicate accurately enough if the claimed flexibility was really given to 
the high volume customers. That was because the mean COLTs of the three high-
est volume customers, Kisu (1), Misu (2) and Visu (4), were ranked quite close to 
each other (see Table 9 for more details). Instead, the Kruskal-Wallis test statis-
tics in Table 10 indicate that there is a statistically significant difference in the 
distribution of COLTs between different customers, chi-square = 19.766 and 
=0.000. Since  equaled zero, there is no change in obtaining the rank-difference 

chi-square equal or greater than the observed (19.766) by change.  

Table 10.  Nonparametric Kruskal-Wallis test results from selected 
customers. 

Ranks  
 Customer N Mean Rank Rank 

COLT 

 

Kisu (1) 46 113.16 2 
Misu (2) 30 148.80 4 
Sisu (3) 107 93.42 1 
Visu (4) 35 120.16 3 

Total 218   
 

Test Statisticsa,b 
 COLT 

Chi-square 19.766 
df 3 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer  

 

Thus, the Kruskal-Wallis test indicated that the COLT ranking on the customer 
level correlated with the numbers of the order in such a way that when the num-
ber of orders was high the COLT was low. In other words, high volume custom-
ers were offered the fastest COLTs. 

5.4.1.4 Customer segments 

Second, data was analyzed from the customer segment perspective. From the da-
ta, different customer segments A, B, C and D were selected. Then mean order 
and process lead times were calculated in the same way as for individual custom-
ers Kisu, Misu, Sisu and Visu. Earlier shortening of the data according to the cus-
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tomer segments indicated how the two production lines were actually divided to 
serve different customer segments. The descriptive analysis in Table 10 indicates 
that production line Alfa serves customer segments B and D, and Beta serves A 
and C. In the following analysis the customer segments and production lines are 
studied together.  In this way, the study was able to compare not only the differ-
ence between the customer segments, but also between customer segments that 
are produced in the same and in different production lines.  

Table 11. Mean lead times indexed for different customer segments.   

Customer segments B D A 

Number of orders 178 88 88 

Customer order lead time (COLT) 1.00 1.23 1.04 

Std. Deviation of COLT 1.97 1.33 1.00 

Total throughput time (TTPT) 1.00 1.14 1.15 

Std. Deviation of TTPT 1.59 1.01 1.00 

Production, packing and invoicing lead time (PPILT) 1.00 1.50 1.12 

Std. Deviation of PPILT 1.00 1.64 1.11 

Production lead time (PLT) 1.00 1.20 1.54 

Std. Deviation of PLT 1.82 1.00 2.46 

Production line Alfa  Alfa Beta 

As Table 11 shows, customer segment B had the fastest lead time means in all the 
areas measured. Having the smallest COLT index indicated that customer seg-
ment B was offered the fastest lead time among all the customer segments meas-
ured. Customer segment B also had the most orders delivered, with nearly 50 per-
cent of the studied orders, and almost 67 percent of all the orders for production 
line Alpha. These issues were also confirmed in the interviews, where it was 
claimed that shorter lead times were offered to high volume key customers. Here, 
the high volume was coming from a certain customer segment, but the expected 
outcome was the same as from the individual customer.  

Surprisingly, the second fastest customer segment was not produced on produc-
tion line Alpha. Instead, it was assembled on production line Beta for customer 
segment A. Customer segment A had the highest order volume on production line 
Beta. It had nearly 93 percent of the analyzed orders on Beta, and around 24 per-
cent of overall orders. It was interesting that the second fastest customer segment 
A was indexed as notably slower on TTPT, PPILT and PLT than customer seg-
ment B, but had only a slightly bigger COLT index value. All in all, the measured 
lead time indexes for customer segment A were ranked as the second fastest, ex-
cept for PLT. PLT for customer segment A was the slowest of the three tested 
segments. In practice, this meant that products produced for customer segment A 
took the longest mean time to be assembled on the production line, indicating that 
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time-based flexibility was present in earlier processes like engineering and pro-
curement.  

Customer segment D was served with the longest COLT. Products for customer 
segment D were assembled on production line Alpha. The number of orders from 
customer segment D was equal to customer segment A. With 88 orders, customer 
segment D had slightly more than 33 percent of the overall volume produced on 
production line Alpha. From the three customer segments, customer segment D 
had the highest COLT index, indicating that it had the highest mean COLT. Cus-
tomer segment D was also the slowest on PPILT, but slightly faster on TTPT and 
notable faster with PLT than customer segment A. PLT was indexed at 0.20 units 
slower than the fastest segment B, but 0.34 units faster than the second fastest 
customer segment A.   

The difference between the two fastest mean COLT values for customer segments 
B and A was not that significant. Interestingly, the case firm representatives in the 
interview also argued that these two production lines were distinguished by a fast 
and slow category. This seemed to be the case. Production lead time (PLT) had a 
significantly higher mean COLT value for customer segment A assembled on line 
Beta than for customer segments B or D assembled on line Alfa. Despite the 
longer PLT, the mean COLT for customer segment A was nearly as fast as it was 
for customer segment B. This indicated that the time-based flexibility had been 
created in processes other than physical production such as engineering and pro-
curement.  

The ranking based on the mean COLT index values indicated that different cus-
tomer segments were served with significantly diverging lead times. As for indi-
vidual customers, the flexibility of offering different COLTs was tested with the 
standard deviation variation of the COLT values. These indexed standard devia-
tion values in Table 11 indicate the same as in the analyses for individual custom-
ers. Here, customers with the highest volumes were offered the most time-based 
flexibility for the COLTs. Similarly, customer segments with the highest volumes 
were offered the most time-based flexibility on COLTs. The indexed mean COLT 
variation was nearly double compared with customer segment A, which had the 
second smallest mean COLT index. Thus, it can be argued that the case firms 
delivered similar products with significantly diverging order delivery lead times 
for different customer segments. 

 

 



 Acta Wasaensia     75 

  

Kruskal-Wallis test on customer segments 

The Kruskal-Wallis rankings in Table 12 gave more weight to the interview based 
claim that high volume customers had more flexibility on COLTs. The highest 
volume customer segment B from production line Alfa had the smallest mean 
rank, indicating the fastest COLTs. The second highest volume was divided be-
tween customer segments A and D. Customer segment A was produced on pro-
duction line Beta and D was produced on the same production line as B. In Table 
11,  customer  segment  A was  ranked  with  the  second smallest  mean rank  value,  
indicating it to be the second fastest customer segment. Customer segment D was 
third, and C fourth. 

The Kruskal-Wallis test statistics table indicates a significance level of 0.000, 
which means that there is a 0.0% chance of obtaining a rank-difference chi-square 
equal to or greater than that observed (30.575) by chance. This means that the 
ratings of the referendum issue do differ significantly by media.  

Table 12.  Nonparametric Kruskal-Wallis test results on selected customer 
segments. 

Ranks  
 Customer segment 

N 
Mean 
Rank 

Rank 

COLT 

 

A (1) 88 186.65 2 
B (2) 178 153.85 1 
C (3) 7 238.71 4 
D (4) 88 225.67 3 
Total 361   

 

Test Statisticsa,b 
 COLT 

Chi-square 30.575 
df 3 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer segment 

 

Thus, this provides sufficient evidence to reject the null hypothesis on customer 
segment level and conclude that there is a statistically significant difference in 
distribution of the COLTs between different customer segments. 

5.4.1.5 Summary of the analysis at Mighty Machines   

The interviews indicated that Mighty Machines was offering different customers 
time-based flexibility. The first analysis, made for order delivery data among se-
lected customers, verified that the mean COLTs offered for different customers 
had significant variation. This supported the information from the interviews. 
Testing the standard deviations on the lead times also indicated that time-base 
flexibility exists between different orders within the selected customer group. 
With some customers it was higher than for others, just as claimed by the key 
persons interviewed. Similar results were achieved in the analysis of selected cus-
tomer segments. COLTs for different customer segments had significant vari-
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ances. Similarly, the standard deviations of certain customer segments were high-
er than others, indicating that certain customer segments had more flexibility on 
the COLTs than others. Finally, the Kruskal-Wallis tests provided sufficient evi-
dence that there was difference in the distribution of the COLT values among the 
tested sample groups.  

Table 13. Summarizing the RQ1 results for Mighty Machines. 

 

The interviews, together with the statistical analyses, provided enough evidence 
to reject both of the stated null hypotheses on research question 1 (Table 13). The 
interviews indicated that there was time-based flexibility on COLTs. The statisti-
cal analyses confirmed the variation of mean COLTs between different groups 
and that there was statistically significant difference between the actual COLTs 
within the different groups analyzed. Rejecting null hypotheses with enough qual-
itative and quantitative evidence concluded that Mighty Machines had a time-
based strategy to serve customers, and the ability to offer diverging COLTs for 
different groups. Mighty Machines also provided more flexibility on COLTs 
within certain groups than others. Thus, all the evidence indicated that Mighty 
Machines was able to use time-based flexibility when offering products to their 
customers.  

5.4.2 Power Control  

5.4.2.1 Interviews 

Interviews at Power Control indicated that the process for time-based flexibility 
for the COLT was not utilized, or utilized rarely. The process or strategy for time-
based flexibility itself was not well-specified. It was claimed that the implementa-
tion of time-based flexibility for specific orders was problematic to manage. 
Thus,  the general  point of view was that Power Control does not offer different 
lead times for different customers or customer segments. The COLTs offered 
would be dependent on key component availability from suppliers and manufac-
turing capacity rather than customer needs or requirements.  

 

Interview Customers Customer segments Customers Customer segments
Yes Yes Yes Yes Yes

Statistical analysis 1 Statistical analysis 2

Research question 1
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5.4.2.2 Data analyses 

The amount  of  qualified  data  was  limited  due  to  changes  in  production  that  af-
fected the lead times in such a way that they were not comparable. Thus, only 6 
months of order delivery data could be used in this case study. Second, order de-
livery data was quite limited in lead time details. The only available dates were 
the date when the order was registered in the order system, the promised and ac-
tual delivery date. Even though only COLTs were required for the final analyses, 
other time stamps from the processes could have opened up the case even more. 
A third issue was the quality of the data. Unfortunately, this placed certain limita-
tions for data analysis, and many reported order delivery lines had to be disre-
garded. Despite these issues mentioned, the acquired data from Power Control 
could be used for testing the hypothesis for the first research question.  

5.4.2.3 Customers 

First, the order delivery data was split into eight different customers (see Table 
14). Out of the eight customers, only customer 7 had enough cases for conducting 
statistically relevant analysis. Since there was only one customer group for the 
comparison, a reliable comparison among the other customer groups could not be 
conducted with the first statistical analysis approach. Despite that, customer level 
time-based flexibility analyses were conducted. There were two reasons why cus-
tomer based analyses were conducted. The first was to obtain more insights into 
how the case firm’s operation models responded to the time-based flexibility test. 
The second was to test the validity of the interview results.  

Table 14. Order frequencies of product A from eight customers. 

Customer 

 Frequency Percent 
Valid Percent-

age Cumulative Percentage 
Valid Customer 1 6 6.5 6.5 6.5 

Customer 2 3 3.3 3.3 9.8 
Customer 3 7 7.6 7.6 17.4 
Customer 4 20 21.7 21.7 39.1 
Customer 5 7 7.6 7.6 46.7 
Customer 6 1 1.1 1.1 47.8 
Customer 7 39 42.4 42.4 90.2 
Customer 8 9 9.8 9.8 100.0 

Total 92 100.0 100.0  

When the customers were listed, the second step was to index customer based 
mean COLTs and their standard deviations (Table 15). The indexed variances 
between the mean COLTs were reasonably small considering the small popula-
tion and sample sizes. This analysis approach indicated that the clear pattern of 
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favoring high volume customers did not exist in this case firm. The fastest mean 
COLTs were with customer 5, which was one of the medium volume customers. 
The highest volume customer 7 had the second fastest mean COLT values, but 
customer 4 with the second highest volumes had nearly double the mean COLT 
values of customer 5. Also, the standard deviations of the COLTs had no recog-
nizable pattern, maybe due to the small sample size, or simply that there was none 
as stated in the interviews.  

Table 15. Mean lead times indexed for different customers.   

Customers 
Customer 

1 
Customer 

2 
Customer 

3 
Customer 

4 
Customer 

5 
Customer 

6 
Customer 

7 
Customer 

8 

Number of orders 6 3 7 20 7 1 39 9 
Customer order 
lead time (COLT) 1.51 1.92 1.41 1.93 1.00 1.59 1.08 1.53 
Std. Deviation of 
COLT 1.00 12.19 5.60 14.49 5.87 - 3.93 3.92 

Kruskal-Wallis tests on customers 

Testing the customer segments with Kruskal-Wallis can be, and is, recommended 
when  the  sample  sizes  in  each  group  are  small  (Hollander  and  Wolfe  1999;  
Woodward 2007). Because of the limited population sample, the Kruskal-Wallis 
analysis fitted well in analyzing Power Control’s order delivery data on both the 
customer and customer segment levels. The output for the Kruskal-Wallis analy-
sis on selected customers in Table 16 is divided into two separate tables. The ta-
ble “Ranks” shows the mean rank for each customer group, and the table “Test 
Statistics” reports the chi-square test statistic and associated -value.  

Table 16.  Nonparametric Kruskal-Wallis test results for selected customers. 
 

Ranks  
 Customer 

N 
Mean 
Rank 

Rank 

COLT 

 

Customer 1 7 56.64 4 
Customer 2 2 86.00 8 
Customer 3 7 52.86 3 
Customer 4 20 68.10 6 
Customer 5 7 25.71 1 
Customer 6 1 71.00 7 
Customer 7 39 30.14 2 
Customer 8 9 61.22 5 

Total 92   

 

Test Statisticsa,b 

 COLT 

Chi-square 41.407 

df 7 

Asymp. Sig. .000 

a. Kruskal Wallis Test 

b. Grouping Variable: Cus-

tomer 

 



 Acta Wasaensia     79 

  

The Kruskal-Wallis test for comparison of COLTs indicates that there was a sta-
tistically significant difference between the COLTs among different customers. 
Even though the population of samples was very limited, the analyses indicated 
that there was likely to be evidence for rejecting the null hypothesis on the cus-
tomer level. 

5.4.2.4 Customer segments  

After completing the customer level analysis, the order delivery data was divided 
into customer segments. Dividing the data into two customer segments, A and B, 
enabled testing of the first hypothesis for the second research question. The dif-
ference between the two first case firms was that in Power Control all the prod-
ucts were assembled on the same production line. This ruled out the need to com-
pare different production lines. Other than that, the hypothesis tests were con-
ducted as for Mighty Machines. 

Table 17. Order frequencies from customer segments A and B 

Customer Segment 

 Frequency Percent 
Valid  

Percentage 
Cumulative  
Percentage 

Valid A 42 45.7 45.7 45.7 
B 35 38.0 38.0 83.7 
C 15 16.3 16.3 100.0 
Total 92 100.0 100.0  

Customer segment A had the highest volume of orders from the two tested seg-
ments. Customer segment A had 42 order delivery transactions, whilst customer 
segment B had 35 reported order delivery transactions (see Table 17 for more 
details). The analysis in Table 18 indicates that customer segment B had a signifi-
cantly longer mean COLT. The difference between customer segment A and B 
was as high as 0.54. It was interesting that these two customer segments had such 
a big difference between COLTs, although both of them were ordering the same 
product, which was manufactured from the same key components, on the same 
production line, and by the same persons. The difference between the slowest and 
fastest served customer segments was even greater than with Mighty Machines. 
Thus, the difference can be regarded as significantly diverging and would thus 
confirm the hypothesis on the customer segment level. Also, the time-based flexi-
bility measured with standard deviation of COLTs indicated the same. Thus, this 
contradictory situation required further analysis in order to obtain more evidence 
for rejecting the null hypotheses.  
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Table 18. Mean lead times indexed for different customers.   

Customer segments A B 

Number of orders 42 35 

Customer order lead time (COLT) 1.00 1.54 

Std. Deviation of COLT 1.00 1.98 

Kruskal-Wallis tests on customer segments 

The advantage of analyzing small sample populations with Kruskal-Wallis was 
exploited again on the customer segment level by including customer segment C 
(3) into analysis. The analyses in Table 19 were divided similarly into two sepa-
rate tables: “Ranks” and “Test Statistics”, just as for the customer level Kruskal-
Wallis analysis. 

Table 19.  Nonparametric Kruskal-Wallis test results for selected customer 
segments. 

Ranks  
 Customer Segment N Mean Rank Rank 

COLT 

 

A (1) 42 32.89 1 
B (2) 35 65.01 3 
C (3) 15 41.40 2 
Total 92   

 

Test Statisticsa,b 
 COLT 

Chi-square 28.335 
df 2 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer Segment  

 

The Kruskal-Wallis test results shown in Table 19 indicate that there was a statis-
tically significant difference in the distribution of COLTs between the different 
customer segments, chi-square 28.335 and =0.000. Thus, the analyses indicated 
sufficient evidence to reject the null hypothesis, also on the customer segment 
level.  

5.4.2.5 Summary of analysis at Power Control 

The use of time-based flexibility was clearly denied in the case firm interviews, 
yet the data analysis showed a different indication. There can be a contradiction 
between qualitative and quantitative analysis for several reasons, and it is likely 
that the qualitative data was true and the quantitative data analysis indicated dif-
ferences between COLTs for other reasons. Theses can also be customer or cus-
tomer segment related. For example, different customers or customer segments 
could have needs for additional services for the products. One example of these 
kinds of needs or requests was the factory acceptance tests (FATs) that had to be 
arranged for end customers at the factory site. Scheduling the test facilities to 
meet the customer schedules could be the reason for extended COLTs. The same 
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principle  would  also  apply  to  customer  segments  because  the  use  of  FATs  was  
more common in certain customer segments than others. However, this was just 
one of the reasons that could explain the difference between the qualitative and 
quantitative data analysis. Thus, further investigation on what caused the differ-
ences between COLTs could be helpful to create a deeper process understanding 
of the case firm.  

5.4.3 Agile Grid  

The case firm Agile Grid was chosen to further investigate two very similar prod-
ucts in a product family that had been manufactured for few years without any 
major changes in processes. These two similar products were considered as one 
due to very similar technical characteristics and processes that they undergo with-
in the manufacturing processes.  In this way, the case study was able to build an 
extensive sample population of recorded order deliveries.  

5.4.3.1 Interviews 

Interviews at Agile Grid indicated that there was the possibility to offer shorter 
COLTs  to  customers.  However,  this  probably  could  not  be  done  through  their  
normal capacity and processes. Instead, a shorter COLT would require special 
arrangements  and  overtime work.  On the  other  hand,  working  overtime to  com-
plete customer orders faster would create additional manufacturing costs for the 
product itself. Thus, it was not the preferred way to operate but used in order to 
serve customers better.   

5.4.3.2 Data analyses 

Data analyses for Agile Grid were conducted using the two approaches already 
introduced earlier, though some modifications were needed due to the changes 
that took place in the customer field. A merger that occurred during the middle of 
the studied time period changed the customer field among key customers. For this 
reason, the data was split into two time periods. The first part involves data before 
the change, and the second part data after it. From now on these time periods will 
be referred to as the first and second periods. In other words, the indexing of 
COLTS and standard deviations were made in the same way as for the other case 
firms, but in two separate parts. In both parts the focus remained on mean 
COLTs. This data was also divided into two different products and into three dif-
ferent market regions as requested by the case firm. 
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5.4.3.3 Customers 

In the first period, customer orders had been received from seven different cus-
tomers. Out of these, six had enough data for statistically valid analysis. These six 
customers were analyzed by using the second approach, which compared the in-
dexed COLTs among different customers.  

Table 20. Mean lead times from the first period indexed for different 
customers.   

Customers 
 

Customer 
1 

Customer 
2 

Customer 
4 

Customer 
5 

Customer 
6 

Customer 
9 

Number of orders 260 34 284 133 33 34 

Customer order lead time (COLT) 1.41 1.30 1.09 1.24 1.00 1.13 

Std. Deviation of COLT 1.56 1.86 1.00 1.73 1.34 1.26 

Total throughput time (TTPT) 1.40 1.28 1.02 1.26 1.04 1.00 

Std. Deviation of TTPT 2.37 2.63 1.52 2.58 2.05 1.00 

In Table 20, different customers are indexed based on their mean COLT values 
and standard deviations of COLTs. Customer 4 had the highest volume during the 
analysis period. It was indexed to have the second fastest mean COLT value. In 
fact, it was so close to customer 6 that elimination of one outlier from the custom-
er 6 data made customer 6 have the smallest mean COLT value. The smallest 
volume customer (customer 6) had the fastest mean COLT values, while the cus-
tomer  with  second highest  volumes  (customer  1)  had  the  slowest  COLT values.  
This could indicate that the volume sizes made no difference to the speed of cus-
tomer deliveries. Despite that, analysis clearly indicated that different customers 
were served with significantly diverging mean COLTs. Similarly, the standard 
deviations indicated no clear dependencies on the volumes. Studying the standard 
deviation figures from Table 20 also indicated that there was a different amount 
of COLT deviation with different customers. Based on this result, it could be in-
ferred that time-based COLT flexibility existed between and in the sample 
groups. As such, significantly diverging COLTs substantiated that a null hypothe-
sis could be rejected. Rejecting the null hypothesis meant that different customers 
were served with significantly diverging mean COLTs. 

Second period 

The second period of the data contained order delivery data from seven custom-
ers. From the seven, five had the required minimum amount of 30 or more order 
delivery transactions during this period. In this period the new customer through 
the merger was customer 7.  
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Table 21.  Mean lead times from the second period indexed for different 
customers.   

Customers 
 

Customer 
1 

Customer 
4 

Customer 
7 

Customer 
8 

Customer 
9 

Number of orders 165 199 146 30 66 

Customer order lead time (COLT) 1.19 1.12 1.00 1.31 1.24 

Std. Deviation of COLT 1.00 1.89 2.31 1.74 1.24 

Total throughput time (TTPT) 1.00 1.05 1.06 1.23 1.16 

Std. Deviation of TTPT 1.00 1.89 2.15 1.86 1.22 

The results shown in Table 21 indicate that the differences between the indexed 
mean COLT values were not as big as during the first period. Despite the fact that 
the mean COLT values were closer to each other, the values still significantly 
diverged between different customers. An interesting observation from Table 20 
is that the new customer (customer 7) had the smallest mean COLT value. This 
indicated that customer 7 had the orders delivered fastest on average. Another 
observation on the deliveries to customer 7 was that it had the biggest standard 
deviation of COLTs, which could indicate also the highest time-based flexibility 
in order lead times. 

Another interesting observation is the differences between mean TTPT and COLT 
values for customers 1, 4 and 7. The differences between the mean TTPT values 
of the fastest top three customers were very small (0.06), but the differences be-
tween the mean COLTs at the customer level were much bigger (0.19). This 
could indicate that time-based flexibility for customer orders could have been 
produced before the actual manufacturing, most likely in the office and procure-
ment processes or even after the manufacturing process in shipping and logistics. 
A significant time gain after the manufacturing seems unlikely, since packing 
operates  on  the  basis  of  first  in  first  out  and  shipment  pickups  were  done  on  a  
daily basis regardless of the customer or destination. Thus, it is most likely that it 
happened in office processes such as order handling and production planning.  

The first and second periods also differed from each other in two notable ways. 
First, the mean order intake from the studied three countries was 65 orders per 
month during the first period and 69 orders per month during the second. As such, 
there is nothing extraordinary in that. The interesting part was the difference of 
overall mean COLT values between the first and second period. The overall mean 
COLT values dropped by more than 30 percent during the second period. This 
indicates that significant time-based changes had happened to the lead times of-
fered to customers. 
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Kruskal-Wallis tests on customers 

The results of the Kruskal-Wallis analysis for the first period for the selected cus-
tomers are shown in Table 22. The table “Ranks” on the left shows the mean rank 
for each customer group, and the table “Test Statistics” reports the chi-square test 
statistic and associated -value.  

Table 22.  Nonparametric Kruskal-Wallis test results from the first period 
for selected customers. 

Ranks  
 Customer  N Mean Rank Rank 
COLT 

 

1 260 477.84 7 
2 34 400.31 6 
3 4 112.00 1 
4 284 337.04 3 
5 133 371.01 5 
6 33 323.77 2 
9 34 356.13 4 

Total 782   
 

Test Statisticsa,b 
 COLT 

Chi-square 65.676 
df 6 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer  

 

The Kruskal-Wallis test statistics table (Table 22) indicates a significance level of 
0.000 ( =0.000),  which  means  that  there  is  a  0.0%  chance  of  obtaining  a  rank-
difference chi-square equal to or greater than that observed (65.676) by chance. 
This means that the ratings of the referendum issue do differ significantly by me-
dia and thus a null hypothesis can be rejected. 

Table 23.  Nonparametric Kruskal-Wallis test results from the second 
period for selected customers. 

Ranks  
 Customer  N Mean Rank Rank 
COLT 

 

1 165 365.49 4 
4 199 293.23 3 
5 10 423.10 7 
6 7 223.79 2 
7 146 233.23 1 
8 30 380.75 6 
9 66 370.38 5 

Total 623   
 

Test Statisticsa,b 
 COLT 

Chi-square 61.618 
df 6 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer  

 
 

The Kruskal-Wallis test statistics table (Table 23) indicates a significance level of 
0.000 ( =0.000),  which  means  that  there  is  a  0.0%  chance  of  obtaining  a  rank-
difference chi-square equal to or greater than that observed (61.618) by chance. 
This indicates that there is sufficient evidence to reject the null hypothesis on the 
customer level. 
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5.4.3.4 Customer segments 

As with customer analyses, orders from customer segments were split into a first 
and second period. The data from three different countries included six different 
customer segments. From these six, three customer segments had enough order 
delivery transactions for statistically relevant analysis. In addition, the overall 
order delivery transactions were also analyzed. This was done in order to compare 
the changes in order volume balances and whether that had impact on the COLT 
values at the customer segment level. 

Table 24.  Indexed mean lead times and standard deviations from the first, 
second and overall periods for different customer segments.   

Period I: Customer segments A B C 

Number of orders 104 280 390 

Customer order lead time (COLT) 1.00 1.00 1.23 

Std. Deviation of COLT 1.38 1.00 1.55 

Total throughput time (TTPT) 1.00 1.00 1.30 

Std. Deviation of TTPT 1.16 1.00 1.53 

Period II: Customer segments A B C 

Number of orders 77 347 180 

Customer order lead time (COLT) 1.26 1.00 1.16 

Std. Deviation of COLT 1.10 1.61 1.00 

Total throughput time (TTPT) 1.22 1.00 1.03 

Std. Deviation of TTPT 1.16 1.55 1.00 

Overall: Customer segments A B C 

Number of orders 181 627 570 

Customer order lead time (COLT) 1.14 1.00 1.31 

Std. Deviation of COLT 1.00 1.08 1.19 

Total throughput time (TTPT) 1.13 1.00 1.37 

Std. Deviation of TTPT 1.00 1.14 1.34 

The first period in Table 24 shows no clear sign of the dependencies between or-
der volumes and COLTs. The two customer segments, A and B, with the smallest 
volumes had smaller mean COLT index values than customer segment C with the 
highest volume during the first period. This indicated that they were served faster 
on average than customer segment C, which had the highest volume during the 
first period. However, the two fastest served customers segments, A and B, had 
the same indexed COLTs, and customer segment A had significantly higher 
standard  deviation  for  COLT.  This  strongly  suggested  that  customer  segment  A 
had significantly more time-based flexibility in COLTs. What is also worth point-
ing out from Table 24 is the mean total throughput time (TTPT) index. The in-
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dexed value for TTPT was the same for customer segments A and B, but 0.30 
units higher for customer segment C.   

During the second period the situation had changed. Table 25 indicates the 
changes of the rankings from the first period to the second. In Table 25, the arrow 
up symbol ( ) indicates an increase in position, the arrow down symbol ( ) indi-
cates a decrease in position, and no change is indicated with the symbol (-). The 
number in front of the symbol indicates how many positions the change from the 
first to second period has represented.   

Table 25.  Customer segment lead times ranked for comparing changes 
between the first and second period. 

Period II: Customer segments A B C 

Number of orders 3  (-) 1 ) 2 ) 

Customer order lead time (COLT)  3 (2 ) 1 (-) 2 ) 

Total throughput time (TTPT)  3 (2 ) 1 (-) 2 ) 

The most drastic change occurred for the smallest volume customer segment A. 
Customer segment A was served with the longest mean COLTs and TTPTs. Cus-
tomer segment B had gained the highest volumes and had the shortest mean 
COLT and TTPT values. Customer segment C dropped to second position in vol-
ume, but at the same time reached the second fastest position in mean COLT and 
TTPT values. This change indicated that the volumes could be dependent on 
COLTs.   

Analyses of the first and second period data indicated significant differences be-
tween the customer segment mean COLT values. This indicates that different 
COLTs were offered for different customer segments. The significant differences 
between standard deviations between mean COLTs, on the other hand, did not 
rule out the existence of time-based flexibility. 

Kruskal-Wallis tests on customer segments 

The Kruskal-Wallis test shown in Table 26 for the first period order delivery data 
indicated a significance level of 0.000. This significance level meant that there 
was a 0.0% chance of obtaining a rank-difference chi-square equal to or greater 
than that observed (49.208) by chance. As such, the ratings of the referendum 
issue do differ significantly by media and thus the null hypothesis can be rejected. 
Rejecting the null hypothesis meant that there were differences in the distribution 
of the customer segment COLTs. 
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Table 26.  Nonparametric Kruskal-Wallis test results from the second 
period for selected customer segments. 

Ranks  
 Customer segment  N Mean Rank Rank 
COLT 

 

1 104 324.54 2 
2 280 350.07 3 
3 390 439.45 5 
4 3 732.50 6 
5 1 350.50 4 
6 4 112.00 1 

Total 782   
 

Test Statisticsa,b 
 COLT 

Chi-square 49.208 
df 5 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer segment  

 

As  with  the  first  period  of  customer  segment  order  delivery  data  analysis,  the  
Kruskal-Wallis test statistics (Table 27) indicated a 0.0% chance of obtaining a 
rank-difference chi-square equal or greater than that observed (65.895). Similarly, 
the null hypothesis could be rejected.  

Table 27.  Nonparametric Kruskal-Wallis test results from the second 
period for selected customer segments. 

Ranks  
 Customer segment  N Mean Rank Rank 
COLT 

1 

1 77 399.85 4 
2 347 263.23 1 
3 180 373.16 3 
5 19 267.32 2 

Total 623   
 

Test Statisticsa,b 
 COLT 

Chi-square 65.895 
df 3 

Asymp. Sig. .000 
a. Kruskal Wallis Test 
b. Grouping Variable: Cus-
tomer segment 

 

  

5.4.3.5 Summary of analysis at Agile Grid 

The analysis done for the different customers and customer segments indicated 
strongly that different customers and customer segments were offered significant-
ly diverging COLTs. Also, the standard deviations between the COLTs in cus-
tomers and customer segments indicated that time-based flexibility could be of-
fered. Based on the interviews and two different approaches to analyze the order 
delivery data, this study can suggest the rejection of the null hypothesis set for the 
first research question. 
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5.4.4 Summary of research question 1 and its hypotheses 

Four hypotheses were tested in order to answer the first research question: “Do 
the case firms deliver similar products with significantly diverging order delivery 
lead times for different customers and customer groups?” In the first, it was hy-
pothesized that the case firm was not offering different customer order lead times 
(COLTs) for different customers or customer groups. This hypothesis was an-
swered by using a qualitative, interview-based approach. The second approach 
was to use quantitative, statistical tests to analyze the order delivery data from the 
case firms. For the statistical test two hypotheses were set. The second and third 
hypotheses for the first research question were hypothesized in such a way that 
the null hypothesis stated that all customer groups were served with similar 
COLTs and there was no time-based flexibility within the analyzed groups. In the 
third hypothesis, it was hypothesized that there were no differences in the distri-
butions of the COLTs between different customers or customer segments. For 
testing this hypothesis, the statistical Kruskal-Wallis test was used.  

Table 28.  Summary of testing of the hypotheses for the first research 
question.  

Mighty 
Machines

Power 
Control

Agile 
Grid

FALSE TRUE FALSE

FALSE FALSE FALSE

FALSE FALSE FALSE

 customer groups)
FALSE FALSE

RQ1: Were the case firms delivering similar products with significantly diverging 
order delivery lead times for different customers and customer groups? 

H 0 : p = 0 (No significant time-based flexibility existed within the analyzed group)

H 0 : p = 0 (There were no differences in the distributions of the COLTS for different

H 0 : p = 0 (The case firm did not offer different COLTs for different customers)

H 0 : p = 0 (Different customer groups were served with similar COLTs)
 

YES YES YES

FALSE

 
In the analyses, all three studied case firms indicated evidence for rejecting the 
null hypothesis. Therefore, the first research question analysis could be summa-
rized as follows: The three individual case firms were delivering products to their 
customers with times that were not standard. Even if time-based flexibility was 
not used to meet customer needs, different customers and customer segments 
were quoted with diverging COLTs, which varied even within the customer and 
customer segment. Other potential reasons for different COLTs could have been, 
for example, capacity and material availability. Both of these play a major role in 
defining the COLTs that the firm can offer to their customers. However, the pur-
pose  of  the  first  research  question  was  to  build  understanding  of  how time was  
used, and why. The first research question was intended to provide a basis for the 
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second research question analyses. In the second research question the relation-
ship between time and price paid by the customer was analyzed.  

5.5 Approach for pricing and lead time analysis 

The second research question analysis tested the price and COLT correlation. In 
this research the need for price and COLT correlation analysis was for two main 
reasons. First, during the time of the research the case firms were operating at 
their peak capacities. This meant that order backlogs were increasing and as a 
result of that COLTs increased. In order to benefit from the situation, the firms 
had to either speed up their processes and increase the throughput from the facto-
ries or pick the most profitable orders from the field. Second, this approach tests 
both the concept of premium pricing used by the firms as the willingness of the 
customers  to  pay  price  premiums from shorter  COLTs,  which  was  then  used  in  
analyzing  the  last  research  question.  The  purpose  of  the  correlation  test  was  to  
identify if the price and time had any correlation with the analyzed order delivery 
transactions and what kind of relationship.   In this way the research was able to 
identify if  the case firms were using premium pricing (price and COLT correla-
tion was negative) or higher prices for the longer lead time orders (price and 
COLT correlation was positive).   As such, premium pricing could mean, for ex-
ample, that the supplier created time-based flexibility by delivering the needed 
parts faster than in the agreements, firms purchased from alternative suppliers 
who were faster than in normal process, or firms were able to provide more ca-
pacity in-house by working overtime or through improved capacity loading of the 
existing capacity or simply hiring temporary staff. 

At the time of the gathering of the case firm data, all the case firms used a cost 
based approach for pricing the products. In practice, this meant that different cost 
related activities such as shipping added costs and thus price. For all the studied 
case firms the costs were relatively standard within the operations. The only sig-
nificant exception was the transportation costs, which could be 5–10% higher for 
some product deliveries than for others, depending on the delivery terms. Higher 
costs naturally came when the product was delivered to the customer site with 
duties paid rather than making the product available at the case firm’s premises.  

In order to conduct valid analysis on the dependency of the price and COLT, dif-
ferent modes of transportation (Incoterms) needed to be checked before conduct-
ing analysis for the second research question. The analysis of the modes of trans-
portation used by different customers and customer segments indicated that the 
mode of transportation was customer specific. In practice, this meant that custom-
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ers were using the same mode of transportation constantly, with only minor ex-
ceptions. However, different customers did use different modes of transportation 
and thus the comparison between different customers and premium pricing would 
not be valid. Similarly, but not at as high a level as customers, different customer 
segments appeared to be using standard modes of transportation. These findings 
together enabled the research to analyze the correlations between prices and 
COLTs on a highly reliable basis. 

5.6 Testing research question two and hypothesis 

Testing the second research question was done with both qualitative interviews as 
well as quantitative analysis in the case firms. The interviews focused on testing 
the managerial view of whether the case firms were asking a higher price in cases 
where the customer demanded a shorter order lead time. The focus of the data 
analyses was on testing the correlation between order delivery data and quoted 
product prices for these orders.  

The case firm interviews revealed very different strategies in terms of the use of 
time-based dynamic pricing. Two of the case firms admitted that they had a de-
fined and systematic process for creating flexibility on COLTs and one of them 
claimed they handled flexibility case by case without a predefined process. Two 
of the case firms claimed that a shorter COLT did not mean higher prices for cus-
tomers, and one claimed that a higher price was charged with a shorter COLT.  

Testing the second research question: “Do the case firms ask for a price premium 
if  the customer order lead time is shorter?” with statistical  analysis was done by 
analyzing the relationship between the COLT and price paid by the customer. The 
most important time aspect from the customer point of view was the COLT. Thus, 
the main focus was on testing the relationship between COLT and price. Howev-
er, in this case study also additional process times were analyzed in order to en-
hance the interpretation of the statistical COLT and price correlation analyses. 

For the second research question it was hypothesized that time-based dynamic 
pricing  was  not  used  by  the  case  firms.  In  other  words,  the  case  firms  did  not  
charge price premiums from their customers if the order was delivered faster.  

: = 0 (The case firm was not using time-based dynamic pricing ) 

: 0 (The case firm was using time-based dynamic pricing ) 



 Acta Wasaensia     91 

  

These hypotheses were tested with three different correlation analyses. More de-
tails on the correlation analyses used in this study can be found in Section 4.5.3.  

The following three sections of the study will cover the qualitative and quantita-
tive analyses conducted in the three case firms, one by one. In doing so, the study 
will test the hypotheses set for the second research question. The results from the 
hypotheses testing are shown from both qualitative and quantitative analyses. At 
the end of the chapter, the research question findings are collectively summarized 
and analyses indicated for each case firm.   

5.6.1 Mighty Machines 

5.6.1.1 Interviews 

Offering flexibility for COLT was argued to be part of the process and good cus-
tomer service at Mighty Machines. Thus, it was claimed that time-based dynamic 
pricing did not exist and had not been even discussed within the case firm. The 
emphasis was on serving the customers and keeping them satisfied. Keeping the 
customer satisfied was the way in which this case firm defended its strategy 
against price premiums. Customer satisfaction, particularly from high volume key 
customers, meant more business and profits in the long run. It was highlighted 
that flexibility was not only from Mighty Machines towards their customers, but 
also vice versa. In practice, this could mean flexibility in cases when the overall 
customer project experiences changes in time schedules and Mighty Machines has 
a very high load in their processes, or allowing partial deliveries from Mighty 
Machines to ensure a steady workload at the project site. It was also indicated that 
Mighty Machines was not creating flexibility on their own. An important part of 
time-based flexibility came from their supplier networks, which were flexible if 
needed. Creating flexibility not only covered in-house operations and logistics as 
in the other case firms; in Mighty Machines time-based flexibility could be creat-
ed with changing the procurement approach for a specific order. This was done by 
choosing low volume and high cost suppliers from their existing procurement 
network to create the needed flexibility.  

5.6.1.2 Data analyses 

The second angle for the qualitative interview results was done with statistical 
correlation analyses. Here, in the first part of the quantitative correlation analyses, 
four  customers,  Kisu,  Misu,  Sisu  and  Visu,  were  analyzed.  Correlation  analyses  
were used for testing the strength of the dependency between the COLT and price 
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paid by the customer. Here, Pearson’s, Spearman’s and Kendall’s correlation 
analyses were used. 

5.6.1.3 Customers 

The first correlation analyses were done at the customer level with Pearson’s cor-
relation analyses and by using SPSS. At the customer level Mighty Machines had 
four different customers that qualified for the statistical analyses. These were 
Kisu, Misu, Sisu and Visu. Correlation analyses done for the four different cus-
tomers, and as Table 29 shows, indicate a significant correlation at the 0.01 level 
(2-tailed) for customers Kisu and Sisu. Generalizing this would mean that positive 
significant correlation would indicate that when the lead times increased, the price 
increased, and vice versa. For customer Misu the tested Pearson’s correlation be-
tween lead times and prices was zero with PLT and positive for other lead times. 
However, the relationship was not significant, and thus statistical data analyses 
could not provide clear evidence of the dependency between lead times and pric-
es. Analyses done for Visu, on the other hand, indicated a negative correlation, 
which meant that faster lead times and COLT would have been premium priced. 
However, the negative correlation between COLT and price was not significant. 
Thus, there was no evidence to claim that price premiums would have been 
charged from COLTs that were delivered faster.  

Table 29.  The strength of the relationships and covariance between order 
lead times and price tested with Pearson’s correlation coefficient. 

Customer name COLT TTPT PPILT PLT 
Kisu Price Pearson Correlation .673** .812** .303* .673** 

Sig. (2-tailed) .000 .000 .040 .000 
Covariance (indexed) 1.00    

N 46 46 46 46 
Misu Price Pearson Correlation .320 .269 .203 .000 

Sig. (2-tailed) .084 .151 .282 .999 
Covariance (indexed) 0.14    

N 30 30 30 30 
Sisu Price Pearson Correlation .332** .375** .257** .326** 

Sig. (2-tailed) .000 .000 .008 .001 
Covariance (indexed) 0.86    

N 107 107 107 107 
Visu Price Pearson Correlation -.208 -.084 -.082 .156 

Sig. (2-tailed) .231 .630 .639 .371 
Covariance (indexed) -0.30    

N 35 35 35 35 

*. Correlation is significant at the 0.05 level (2-tailed). 

**. Correlation is significant at the 0.01 level (2-tailed).  
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As with Pearson’s correlation, Kendall’s and Spearman’s correlations were tested 
between lead times and prices. The results in Table 30 indicated similar outcomes 
as from Pearson’s correlation analysis. For customers Kisu and Sisu, the correla-
tions were significant and positive at the level 0.01 (2-tailed). The different calcu-
lations methods for Pearson’s, Kendal’s and Spearman’s correlations indicated a 
different correlation direction for customer Misu. The tested Pearson’s correlation 
for Misu indicated a positive correlation between lead times and prices, when 
both Spearman’s and Kendall’s correlations indicated a negative correlation be-
tween two in-house lead times and prices. These lead times were PPILT and PLT. 
As such, this indicated that, depending on the calculation method, the correlation 
direction is likely to fluctuate when the correlation is not significant. For Visu, the 
lead time and price correlations indicated negative values with COLT, TTPT and 
PPILT with all correlation calculation methods used.    

Table 30.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients. 

Customer name COLT TTPT PPILT PLT 
Kisu Kendall's tau_b Price Correlation Coefficient .442** .467** .457** .554** 

Sig. (2-tailed) .000 .000 .000 .000 
N 46 46 46 46 

Spearman's rho Price Correlation Coefficient .558** .601** .569** .682** 
Sig. (2-tailed) .000 .000 .000 .000 

N 46 46 46 46 
Misu Kendall's tau_b Price Correlation Coefficient .026 .149 -.216 -.230 

Sig. (2-tailed) .861 .280 .119 .095 
N 30 30 30 30 

Spearman's rho Price Correlation Coefficient .101 .150 -.269 -.336 
Sig. (2-tailed) .597 .428 .151 .069 

N 30 30 30 30 
Sisu Kendall's tau_b Price Correlation Coefficient .469** .502** .331** .460** 

Sig. (2-tailed) .000 .000 .000 .000 
N 107 107 107 107 

Spearman's rho Price Correlation Coefficient .698** .727** .460** .622** 
Sig. (2-tailed) .000 .000 .000 .000 

N 107 107 107 107 
Visu Kendall's tau_b Price Correlation Coefficient -.134 -.048 -.003 .043 

Sig. (2-tailed) .261 .690 .977 .722 
N 35 35 35 35 

Spearman's rho Price Correlation Coefficient -.191 -.061 -.013 .048 
Sig. (2-tailed) .271 .728 .941 .784 

N 35 35 35 35 
*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 
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5.6.1.4 Customer segments 

The  second  level  of  analysis  for  Mighty  Machines  was  done  on  the  customer  
segment level: The acquired order delivery and financial data from four different 
customer segments. One of the four customer segments did not have enough order 
delivery transactions for statistically relevant analysis. Thus, the focus of the cor-
relation analyses was on the three customer segments fulfilling the requirements 
for statistically valid analyses. These three customer segments will be referred to 
as customer segments A, B and D in the coming analysis.   

Table 31.  The strength of the relationships and covariance between order 
lead times and price tested with Pearson’s correlation coefficient. 

Customer segment COLT TTPT PPILT PLT 
A Price Pearson Correlation .239* .318** .072 .247* 

Sig. (2-tailed) .025 .003 .503 .020 
N 88 88 88 88 

B Price Pearson Correlation .484** .510** .274** .327** 
Sig. (2-tailed) .000 .000 .000 .000 

N 178 178 178 178 
D Price Pearson Correlation .221* .306** -.228* -.103 

Sig. (2-tailed) .039 .004 .032 .338 
N 88 88 88 88 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

Customer segment A 

The results for Pearson’s correlation analysis, shown in Table 31, indicate a posi-
tive correlation between lead times and prices for customer segment A. Out of the 
tested COLTs for customer segment A, only TTPT had a significant correlation 
with price at the level 0.01 (2-tailed). Also COLT and PLT had a significant posi-
tive correlation with price, but at the level 0.05 (2-tailed). PLT with shipping had 
a positive, but not significant correlation. As such, these results did not indicate 
any negative correlation between lead times and prices. Instead, the positive and 
even significant correlation of COLT and price clearly indicated the price being 
higher for longer, not shorter, deliveries. Thus, there was no evidence that cus-
tomer segment A had been paying price premiums from shorter lead time orders.  

Customer segment B 

Pearson’s correlation analysis for customer segment B indicated price having a 
significant positive correlation with all the tested lead times. The analyzed corre-
lation was significant at the 0.01 level for all lead times. This indicated a strong 
tendency of price growing in parallel with lead times. In practice, this indicated 
that customers from segment B had been paying more for long lead time orders 
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and thus there was no evidence that the customer segment would have been pay-
ing price premiums from faster deliveries.  

Customer segment D 

The correlation test on customer segment D indicated significant positive correla-
tion at the level 0.05 (2-tailed) for COLT and at the level 0.01 (2-tailed) for 
TTPT. Interestingly, the Pearson’s correlation analyses indicated negative and 
even significant correlation at level 0.05 for PPILT. Also, the PLT had a negative 
correlation with price. The significant negative correlation at the level 0.05 (2-
tailed) between price and PPILT could indicate that customer segment D would 
be paying more when the in-house production, packing and invoicing lead time 
(PPILT) was shorter. However, since this study focuses on lead time COLT, 
which is the one that the customer sees, the negative correlation between PPILT 
and price has no impact on answering the second research question. As such, this 
indicates only that the price paid by the customer could have a negative correla-
tion with in-house operation times. The reasons for this could be many, but since 
the focus of this research was on answering if the customers would be paying 
more for shorter COLTs, this would not require further study here. Further re-
search on the reasons why could be interesting in deeper future analyses in the 
case firm Mighty Machines.  

A second approach to the correlation analyses was to confirm significant Pear-
son’s correlation results with Kendall’s and Spearman’s correlation calculations. 
The results of these calculations are shown in Table 32. The correlation calcula-
tions indicated that customer segment A had positive correlation between price 
and measured order lead times. The correlation between price and TTPT was sig-
nificant at the level 0.01 (2-tailed), indicating that an increase of in-house process 
times also increased prices. A similar indication was seen with PLT, even though 
the significance level was 0.05 (2-tailed). Despite these significantly correlating 
in-house lead times with price, no evidence of the premium pricing of shorter 
COLTs could be shown for customer segment A.  

Kendall’s and Spearman’s correlation calculations indicated similar results for 
customer segment B to the Pearson’s correlation calculations. The correlation 
between price and all lead times was positive and significant at the level 0.01 (2-
tailed). This indicated a parallel increase and decrease of price and lead times as 
one of them increased or decreased. Since the correlation was positive, no evi-
dence of the premium pricing of shorter COLTs could be shown.  

As Pearson’s correlation calculations indicated a significant positive correlation 
between price and TTPT for customer segment D, both Kendall’s and Spearman’s 
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correlation calculations confirmed a significant positive correlation. The in-house 
processes PPILT and PLT correlated negatively with price, but not significantly. 
Thus, no evidence of premium pricing for shorter COLTs in customer segment D 
with analyzed order delivery data could be shown with any of the tested correla-
tion calculations. 

Table 32.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients. 

Customer segment COLT TTPT PPILT PLT 
A Price Kendall’s Correlation .126 .207** .040 .156* 

Sig. (2-tailed) .087 .005 .588 .034 
N 88 88 88 88 

Price Spearman’s Correlation .190 .302** .062 .219* 
Sig. (2-tailed) .077 .004 .564 .041 

N 88 88 88 88 
B Price Kendall’s Correlation .389** .416** .357** .412** 

Sig. (2-tailed) .000 .000 .000 .000 
N 178 178 178 178 

Price Spearman’s Correlation .577** .619** .506** .567** 
Sig. (2-tailed) .000 .000 .000 .000 

N 178 178 178 178 
D Price Kendall’s Correlation .144 .224** -.108 -.054 

Sig. (2-tailed) .057 .002 .144 .470 
N 88 88 88 88 

Price Spearman’s Correlation .173 .309** -.140 -.077 
Sig. (2-tailed) .107 .003 .194 .473 
N 88 88 88 88 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

5.6.1.5 Summary of the analyses at Mighty Machines 

Pearson’s, Kendall’s and Spearman’s correlation analyses at the customer level  
indicated significant correlation between COLT and price at the level 0.01 (2-
tailed) for two customers: Kisu and Sisu (Table 33). The direction of the lead time 
and price correlations varied for Misu, depending on the different lead times ob-
served and correlation calculation methods used. However, none of the correla-
tions were significant at the 0.01 or 0.05 level, and thus indicated no evidence of 
premium pricing of the COLTs or other lead times. Also for Visu, no significant 
correlations between COLTs and prices could be indicated with any of the corre-
lation calculation methods used. Again, an interesting negative correlation was 
indicated by all the correlation calculation methods for COLTs, TTPTs and 
PPILTs when PLT was indicated as positive by all methods. As such, together 
these results provide enough evidence to say that there was no evidence that 
shorter COLTs would have been premium priced for any of the studied customers 
for Mighty Machines. However, further investigation would be interesting in or-
der to understand the way the pricing of time was handled together by the indi-
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vidual sales persons in charge of quoting the product prices to different end cus-
tomers. 

Table 33.  Summary of the correlation directions and significances from the 
customer level analyses at Mighty Machines. 

Customers COLT TTPT PPILT PLT 

Kisu 
Pearson's +++ +++ ++ +++ 
Kendall's +++ +++ +++ +++ 
Spearman's +++ +++ +++ +++ 

Misu 
Pearson's + + + 0 
Kendall's + + - - 
Spearman's + + - - 

Sisu 
Pearson's +++ +++ +++ +++ 
Kendall's +++ +++ +++ +++ 
Spearman's +++ +++ +++ +++ 

Visu 
Pearson's - - - + 
Kendall's - - - + 
Spearman's - - - + 

+++ = Significant positive correlation at level 0.01 (2-tailed) 

++ = Significant positive correlation at level 0.05 (2-tailed) 

+ = Positive correlation 

--- = Significant negative correlation at level 0.01 (2-tailed) 

-- = Significant negative correlation at level 0.05 (2-tailed) 

- = Negative correlation  

Similar results from customer segments can be seen in Table 34. In the correlation 
analyses, the only customer segment with significant negative correlation between 
lead time and price can be seen in customer segment D, where the PPILT and 
price had significant negative correlation at the 0.01 level (2-tailed). However, no 
evidence of the premium pricing of the customer segment level COLTs could be 
shown with the correlation analyses conducted for the acquired order delivery and 
financial data from Mighty Machines. 



98      Acta Wasaensia 

Table 34.  Summary of the correlation directions and significances from the 
customer level analyses at Mighty Machines. 

Customer segments COLT TTPT PPILT PLT 

A 
Pearson's ++ +++ + ++ 
Kendall's + +++ + ++ 

Spearman's + +++ + ++ 

B 
Pearson's +++ +++ +++ +++ 
Kendall's +++ +++ +++ +++ 

Spearman's +++ +++ +++ +++ 

D 
Pearson's ++ ++ -- - 
Kendall's + +++ - - 

Spearman's + + + + 
+++ = Significant positive correlation at level 0.01 (2-tailed) 

++ = Significant positive correlation at level 0.05 (2-tailed) 

+ = Positive correlation 

--- = Significant negative correlation at level 0.01 (2-tailed) 

-- = Significant negative correlation at level 0.05 (2-tailed) 

- = Negative correlation  

All in all, the qualitative interviews and quantitative analysis of the acquired data 
did not indicate any evidence that customers or customer segments had been pay-
ing  higher  prices  from faster  COLTs.  Interesting  in  the  analyses  results  was  the  
fluctuation between the correlations among the tested groups. For some the corre-
lation was significant, whilst for others there was no indication of correlation 
whatsoever. Again, further investigation is needed as to why longer lead time for 
some customers and customer segments would mean higher prices, when for oth-
ers it appears to make no difference if the lead time is longer or shorter.  

5.6.2 Power Control  

The interview sessions with Power Control were conducted as usual. However, 
the order delivery data from the second case firm was limited to 125 order deliv-
ery transactions. This made interpretation of the results challenging yet possible. 
It was challenging in that customer specific analysis could not be conducted and 
the focus needed to be on customer segment analyses. A second issue was the 
limited amount of order delivery transaction details. This case firm was able to 
deliver only two lead time measurements. The first was customer order lead time 
(COLT). The second was planned order lead time (POLT), which as such could 
be used to indicate what the planned relationship between lead time and price 
was.  
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5.6.2.1 Interviews 

In the interviews for the first research question it was claimed that different 
COLTs were not offered. Instead, COLTs were the sum of the results from vari-
ous dependent factors like availability of materials and process related capacities. 
Statistical analysis only confirmed that the COLTs offered were different. Based 
on this observation, the case firm was asked if a shorter COLT would be premium 
priced if, for example, parts and capacities were available with shorter notice than 
average. Here, the answers were in line with the answers to the first research 
question. Since COLTs were not, or rarely, offered based on customer needs, 
there was no official process to premium price shorter COLTs. Thus, it was clear-
ly indicated that the lead time of the final product was not premium priced.  

5.6.2.2 Data analyses  

Due to the limited nature of the order delivery and financial data only customer 
segment based analyses were conducted. The data from Power Control was split 
into two customer segments as for Mighty Machines. Dividing the data into two 
customer segments, A and B, enabled a similar approach to the one conducted 
when testing the validity of the hypotheses in the first research question, even 
though on a smaller scale. 

5.6.2.3 Customer segments 

The correlation analyses done for customer segment A indicated that the correla-
tion between price and COLT was positive, but not significant (see Table 35). At 
the same time, the planned order lead time (POLT) and price indicated a similar 
correlation. Thus, customer segment A lacked evidence of price premiums paid 
on shorter COLTs or even POLTs.  

The correlation analyses done for the second biggest customer segment B, with 
35 orders, indicated positive significant correlation between price and COLT at 
the level 0.01 (2-tailed). According to Pearson’s and Spearman’s correlation cal-
culations,  the  correlation  of  POLT  was  positive  but  only  at  the  level  0.05  (2-
tailed). Overall, significant positive correlation meant that both of the compared 
parameters increased or decreased in parallel. Thus, no evidence of the use of 
premium pricing for shorter COLT or even POLTs could be shown with the con-
ducted correlation calculation analyses. 
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Table 35.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients. 

Customer Segment COLT POLT 
A Price Pearson Correlation .267 .162 

Sig. (2-tailed) .087 .304 
Kendall’s Correlation .070 .116 

Sig. (2-tailed) .533 .308 
Spearman’s Correlation .097 .150 

Sig. (2-tailed) .542 .342 
N 42 42 

B Price Pearson Correlation .516** .385* 
Sig. (2-tailed) .002 .022 

Kendall’s Correlation .445** .325** 
Sig. (2-tailed) .000 .008 

Spearman’s Correlation .557** .419* 
Sig. (2-tailed) .001 .012 

N 35 35 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 

5.6.2.4 Summary of analyses at Power Control 

The price and lead time correlation tests on actual and promised order lead times 
did not reveal any significant negative correlation. Negative correlation would 
have indicated the use of premium pricing for shorter order lead time deliveries. 
As such, neither of the customer segments from the case firm appeared to be pay-
ing more for short order lead times. Instead, the results from customer segment B 
indicated that it was paying more for longer rather than shorter COLTs.  

5.6.3 Agile Grid  

Interviews and data analyses were conducted according to plan in the case firm 
Agile Grid. The interviews followed the same concept as with Mighty Machines 
and Power Control. The selected product allowed the study to focus on nearly two 
years of order delivery information with prices. Thus, the correlation analyses 
could be conducted for both customer and customer segment levels.   

5.6.3.1 Interviews 

Previously  in  the  interviews  the  key  persons  had  claimed  that  different  COLTs  
were offered to different customers and customer segments. Similarly, the same 
key persons claimed that premium pricing was used for certain orders that needed 
to be expedited due to specific customer needs. The justification for premium 
pricing of the shorter COLTs was claimed to be the increase in costs for the case 
firm. According to the interviews, it was uncommon to be able to offer expedited 
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COLTs through the firm´s normal process capacity. Thus, Agile Grid had to pro-
duce extra capacity to handle rushed orders. Basically, producing extra capacity 
meant working overtime, and ultimately higher variable costs. As such, it was 
claimed that this kind of change in variable costs was the main reason for premi-
um  pricing.  A  second  reason  was  the  logistics  expedited  to  shorten  the  COLT.  
However, according to the interviewed persons, logistics expediting was only a 
minor cause of price premiums. In the case firm it was argued that if the expedit-
ing could be done without additional overtime work or logistics expedition, a 
premium price would not be added on top of the customer price. Ultimately, the 
interview indicated clearly that premium pricing did exist in the case firm Agile 
Grid.  Premium pricing existed,  even though it  was used only to cover increased 
costs rather than for creating more profits. 

5.6.3.2 Data analyses 

The detailed order delivery and pricing information from the selected product 
enabled analyses on the customer and customer segment levels.  Thus,  this study 
was able to divide the data into two periods, just as for the first research question. 
In the first period customers 1, 2, 4, 5, 6 and 9 had enough cases for statistically 
relevant analyses, whilst in the second period customers 1, 4, 7, 8 and 9 qualified 
for statistically relevant correlation analyses. More explanation about the justifi-
cation of splitting the order delivery data into two periods can be found in Section 
5.3.3.2. 

5.6.3.3 Customers 

First, correlation analyses were performed for the first period order delivery and 
price data. During the first period there were six customers which qualified for the 
analyses. The results from testing Pearson’s, Kendall’s and Spearman’s correla-
tions between price and different lead times are shown in Table 36. 
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Table 36.  Strength of the relationships and covariance between order lead 
times and price tested with Pearson’s correlation coefficient 
during the first period. 

Customer COLT TTPT POLT 
Customer 1 Price Pearson Correlation -.102 -.106 -.110 

Sig. (2-tailed) .100 .089 .077 
Covariance (indexed) -0.20 -0.23 -0.23 

N 260 260 260 
Customer 2 Price Pearson Correlation -.163 -.195 -.210 

Sig. (2-tailed) .358 .269 .234 
Covariance (indexed) -1.02 -1.25 -1.40 

N 34 34 34 
Customer 4 Price Pearson Correlation -.143* -.100 -.159** 

Sig. (2-tailed) .016 .093 .007 
Covariance (indexed) -0.29 -0.22 -0.39 

N 284 284 284 
Customer 5 Price Pearson Correlation .304** .280** .272** 

Sig. (2-tailed) .000 .001 .002 
Covariance (indexed) 1.00 1.00 1.00 

N 133 133 133 
Customer 6 Price Pearson Correlation -.148 -.129 -.099 

Sig. (2-tailed) .411 .475 .583 
Covariance (indexed) -0.21 -0.21 -0.15 

N 33 33 33 
Customer 9 Price Pearson Correlation .043 .231 .006 

Sig. (2-tailed) .809 .188 .975 
Covariance (indexed) 0.18 0.54 0.03 

N 34 34 34 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 

The results indicated a negative correlation between price and COLT for custom-
ers 1, 2, 4 and 6. For these customers the negative correlation was constant 
throughout the measured lead times. Of these four customers, the analyses indi-
cated that price had a significant negative correlation with COLT at the level 0.05 
(2-tailed) for customer 4. Interestingly, for the same customer the POLT had sig-
nificant negative correlation at the level 0.01 (2-tailed). As such, the negative cor-
relations between price and COLT with the majority of key customers made the 
case firm Agile Grid different from the other case firms. So far, Agile Grid was 
the only case firm that gave an indication of the use of premium pricing for short-
er COLTs. These indications were still tested with Kendall’s and Spearman’s cor-
relation calculations. 
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Table 37.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients 
during the first period. 

Customer COLT TTPT POLT 
Customer 1 Kendall's tau_b Price Correlation Coefficient .006 .013 .016 

Sig. (2-tailed) .882 .772 .709 
N 260 260 260 

Spearman's rho Price Correlation Coefficient .000 .005 .012 
Sig. (2-tailed) .994 .933 .848 

N 260 260 260 
Customer 2 Kendall's tau_b Price Correlation Coefficient -.086 -.120 -.139 

Sig. (2-tailed) .491 .338 .267 
N 34 34 34 

Spearman's rho Price Correlation Coefficient -.126 -.173 -.193 
Sig. (2-tailed) .479 .328 .274 

N 34 34 34 
Customer 4 Kendall's tau_b Price Correlation Coefficient -.037 .011 -.077 

Sig. (2-tailed) .364 .780 .062 
N 284 284 284 

Spearman's rho Price Correlation Coefficient -.052 .009 -.110 
Sig. (2-tailed) .381 .876 .063 

N 284 284 284 
Customer 5 Kendall's tau_b Price Correlation Coefficient .225** .209** .190** 

Sig. (2-tailed) .000 .001 .003 
N 133 133 133 

Spearman's rho Price Correlation Coefficient .308** .281** .255** 
Sig. (2-tailed) .000 .001 .003 

N 133 133 133 
Customer 6 Kendall's tau_b Price Correlation Coefficient -.120 -.128 -.135 

Sig. (2-tailed) .378 .345 .316 
N 33 33 33 

Spearman's rho Price Correlation Coefficient -.148 -.154 -.166 
Sig. (2-tailed) .410 .391 .356 

N 33 33 33 
Customer 9 Kendall's tau_b Price Correlation Coefficient .370** .122 .326* 

Sig. (2-tailed) .004 .334 .011 
N 34 34 34 

Spearman's rho Price Correlation Coefficient .513** .176 .449** 
Sig. (2-tailed) .002 .319 .008 

N 34 34 34 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 

The Kendall’s and Spearman’s correlation calculations in Table 37 indicated 
similar results to the Pearson’s correlation calculations, except that customer 1 did 
not have negative correlation values and the correlation for customer 4 was not 
significant. For customer 4 the correlation significances were weak and not even 
close to having significant correlation. Also the correlation values for customer 1 
were close to zero, with weaker correlation significances than with Pearson’s 
analyses. Despite that, the correlations tested for the first period order delivery 
data indicated that this case firm was more likely to be using premium pricing 
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than the two previous case firms, even though only indicative evidence of the 
price  premiums could  be  shown with  customer  4.  The  next  step  was  to  conduct  
similar tests for the second period of the order delivery data. 

The Pearson’s correlation calculations in Table 38 indicated a change in the rela-
tionship of price and COLT compared to the first period. Only customer 4 had a 
negative correlation between price and COLT. The correlation was significant at 
the level 0.05 (2-tailed), which indicated a likelihood that customer 4 paid price 
premiums from shorter COLTs. Other customers that had negative correlation 
between the analyzed variables in the first period now had positive correlation 
values. Overall, this was an unexpected change, but could be well explained with 
the observations made during the analyses of the first research question. There, 
the mean COLTs reduced significantly from the first to the second period. This 
could explain the case firm’s ability to serve the customers’ needs faster through-
out their regular processes, at least for the product analyzed in this study.  

Table 38.  Strength of the relationships and covariance between order lead 
times and price tested with Pearson’s correlation coefficient 
during the second period. 

Customer COLT TTPT POLT 
Customer 1 Price Pearson Correlation .190* .203** .157* 

Sig. (2-tailed) .014 .009 .044 
Covariance (indexed) 0.15 0.12 0.14 

N 165 165 165 
Customer 4 Price Pearson Correlation -.151* -.128 -.128 

Sig. (2-tailed) .033 .071 .072 
Covariance (indexed) -0.26 -0.17 -0.24 

N 199 199 199 
Customer 7 Price Pearson Correlation .359** .344** .346** 

Sig. (2-tailed) .000 .000 .000 
Covariance (indexed) 1.00 0.66 1.00 

N 146 146 146 
Customer 8 Price Pearson Correlation .125 .222 .146 

Sig. (2-tailed) .510 .239 .443 
Covariance (indexed) 0.71 1.00 0.86 

N 30 30 30 
Customer 9 Price Pearson Correlation .271* .238 .267* 

Sig. (2-tailed) .028 .054 .030 
Covariance (indexed) 0.73 0.47 0.76 

N 66 66 66 
*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

Table 39 indicates similar results from Kendall’s and Spearman’s correlation tests 
as with the Pearson’s analysis. Customer 4 had significant negative correlation at 
the level 0.05 (2-tailed), whereas other customers had positive correlation be-
tween prices and COLTs.  
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Table 39.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients 
during the second period. 

Customer COLT TTPT POLT 
Customer 1 Kendall's tau_b Price Correlation Coefficient .111* .116* .093 

Sig. (2-tailed) .045 .037 .093 
N 165 165 165 

Spearman's rho Price Correlation Coefficient .161* .167* .128 
Sig. (2-tailed) .039 .032 .100 

N 165 165 165 
Customer 4 Kendall's tau_b Price Correlation Coefficient -.111* -.077 -.080 

Sig. (2-tailed) .024 .117 .107 
N 199 199 199 

Spearman's rho Price Correlation Coefficient -.171* -.115 -.115 
Sig. (2-tailed) .016 .105 .106 

N 199 199 199 
Customer 7 Kendall's tau_b Price Correlation Coefficient .231** .236** .226** 

Sig. (2-tailed) .000 .000 .000 
N 146 146 146 

Spearman's rho Price Correlation Coefficient .352** .351** .349** 
Sig. (2-tailed) .000 .000 .000 

N 146 146 146 
Customer 8 Kendall's tau_b Price Correlation Coefficient -.117 -.056 -.068 

Sig. (2-tailed) .407 .686 .637 
N 30 30 30 

Spearman's rho Price Correlation Coefficient -.178 -.100 -.095 
Sig. (2-tailed) .347 .600 .616 

N 30 30 30 
Customer 9 Kendall's tau_b Price Correlation Coefficient .178* .156 .167 

Sig. (2-tailed) .043 .076 .058 
N 66 66 66 
N 66 66 66 

*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

During the first period of analysis the negative correlation between price and 
COLT for customer 4 was confirmed to be significant at the 0.05 level (2-tailed) 
by Pearson’s correlation tests. During the second period the negative correlation 
between COLT and price was indicated to be significant at the 0.05 level (2-
tailed) by all three correlation calculation methods used. This indicated that pre-
mium pricing was probably used for customer 4, which appeared to need or was 
offered expediting of their product orders more than for the other customers. Dur-
ing the first period there were also other customers that had negative correlation 
between the tested prices and COLTs. However, the calculated correlations indi-
cated positive figures during the second period for these customers. This could 
indicate that the customer needs were satisfied by the significant decrease of the 
mean COLTs from the first to second period.  
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5.6.3.4 Customer segments 

The following section focuses on the analyses conducted at the customer segment 
level. The acquired data contained information from six customer segments, from 
which three had enough cases for statistically relevant analysis. The relationships 
between price and order delivery lead times were studied first with the help of 
Pearson’s correlation coefficient and covariance calculations. The calculated 
Pearson’s correlation coefficients in Table 40 indicated significant negative corre-
lation between price and COLT at the 0.01 level (2-tailed) for customer segment 
B. For customer segments A and C, the correlations were positive, but not signifi-
cant. The negative and significant correlation indicated that customer segment B 
could very likely be paying more for faster COLTs. The significance level also 
indicated that the correlation was strong, with negative correlation for customer 
segment B. The POLT for customer segment B also had significant negative cor-
relation at the 0.01 level (2-tailed). This supported the indication that premium 
pricing for customer segment B was probably used when the COLTs were short-
er.  

Table 40.  Strength of the relationships and covariance between order lead 
times and price tested with Pearson’s correlation coefficient 
during the first period. 

Customer segment COLT TTPT POLT 
A Price Pearson Correlation .188 .234* .159 

Sig. (2-tailed) .056 .017 .106 
Covariance (indexed) 1.00 1.00 1.00 

N 104 104 104 
B Price Pearson Correlation -.175** -.115 -.189** 

Sig. (2-tailed) .003 .056 .001 
Covariance (indexed) -0.32 -0.20 -0.45 

N 280 280 280 
C Price Pearson Correlation .057 .049 .043 

Sig. (2-tailed) .261 .333 .398 
Covariance (indexed) 0.13 0.10 0.11 

N 390 390 390 
*. Correlation is significant at the 0.05 level (2-tailed). 
**. Correlation is significant at the 0.01 level (2-tailed). 

Testing the order delivery data from the first period by using the rank based corre-
lation coefficients calculation method indicated some changes on the correlations 
between COLTs and prices. The significant negative correlation observed for cus-
tomer  segment  B  with  Pearson’s  calculation  method  was  not  significant  with  
Kendall’s and Spearman’s correlation calculation methods. Table 41 indicates the 
correlation coefficients for customer segment B to be significant only between 
POLT  and  price.  This  indicated  that  the  planned  order  lead  time  (POLT)  also  
called promised order lead time to customer was likely to be premium priced for 
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faster COLTs. It also indicated that the promised delivery dates were not fully 
met due to different correlation significance levels between COLTs and POLTs. 
This indication would probably be valid since all the different correlation calcula-
tion methods used indicated the same. However, when making conclusions based 
on the correlation analyses, the observer also needs to take into account that these 
calculation methods interpret the results using slightly different calculation ap-
proaches.   

Table 41.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients 
during the first period. 

Customer segment COLT TTPT POLT 
A Kendall's tau_b Price Correlation Coefficient .244** .225** .217** 

Sig. (2-tailed) .000 .001 .002 
N 104 104 104 

Spearman's rho Price Correlation Coefficient .324** .295** .281** 
Sig. (2-tailed) .001 .002 .004 

N 104 104 104 
B Kendall's tau_b Price Correlation Coefficient -.068 -.015 -.114** 

Sig. (2-tailed) .099 .709 .006 
N 280 280 280 

Spearman's rho Price Correlation Coefficient -.107 -.033 -.164** 
Sig. (2-tailed) .074 .585 .006 

N 280 280 280 
C Kendall's tau_b Price Correlation Coefficient .057 .057 .054 

Sig. (2-tailed) .105 .108 .124 
N 390 390 390 

Spearman's rho Price Correlation Coefficient .078 .071 .068 
Sig. (2-tailed) .122 .160 .182 

N 390 390 390 
**. Correlation is significant at the 0.01 level (2-tailed). 

In the customer level data analyses it was observed that some customers with 
negative correlation between COLT and price during the first period had positive 
correlation during the second period. Similarly, the customer segment level anal-
yses during the second period indicated a change from negative to positive (Table 
42). Customer segment B had significant negative Pearson’s correlation at the 
0.01 level (2-tailed) in the first period, whilst the Pearson’s correlation was posi-
tive during the second period. As such, this suggested that the need for either 
premium pricing or for expedited and faster COLTs was no longer present. When 
looking at  the POLT and price correlation, it  was now positive at  the 0.05 level 
(2-tailed).  Thus,  now it  was likely that POLT and price for customer segment B 
were both increasing and decreasing in parallel. In summarizing the Pearson’s 
correlation analyses for the second period at customer segment level, it would 
seem that there was no evidence of the premium pricing of actual orders.  
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Table 42.  Strength of the relationships and covariance between order lead 
times and price tested with Pearson’s correlation coefficient 
during the second period. 

Customer segment COLT TTPT POLT 
A Price Pearson Correlation .168 .216 .185 

Sig. (2-tailed) .143 .059 .106 
Covariance 1262.386 1690.745 1360.474 

N 77 77 77 
B Price Pearson Correlation .059 .099 .111* 

Sig. (2-tailed) .273 .065 .039 
Covariance 293.921 472.439 541.469 

N 347 347 347 
C Price Pearson Correlation .315** .347** .311** 

Sig. (2-tailed) .000 .000 .000 
Covariance 687.104 752.951 724.460 

N 180 180 180 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 

The significant Kendal’s and Spearman’s correlations at the 0.01 level (2-tailed) 
in the first period for customer segment A (Table 41) were no longer significant 
in the second period (Table 43). Similarly, for customer segment B, Kendall’s and 
Spearman’s correlations indicated a change from negative towards positive corre-
lations. Both approaches still indicated negative correlations between price and 
COLT for customer segment B, but relatively close to zero. Spearman’s correla-
tion,  on  the  other  hand,  indicated  zero  for  both  TTPT and  POLT.  For  customer  
segment C, all the tested correlations in all the tested areas indicated significant 
positive correlations at the 0.01 level (2-tailed). 
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Table 43.  Strength of the relationships between lead times and price tested 
with Kendall’s tau-b and Spearman’s rho correlation coefficients 
during the second period. 

Customer segment COLT TTPT POLT 
A Kendall's tau_b Price Correlation Coefficient .049 .095 .048 

Sig. (2-tailed) .547 .239 .553 
N 77 77 77 

Spearman's rho Price Correlation Coefficient .060 .108 .076 
Sig. (2-tailed) .601 .350 .514 

N 77 77 77 
B Kendall's tau_b Price Correlation Coefficient -.041 -.003 -.007 

Sig. (2-tailed) .268 .926 .852 
N 347 347 347 

Spearman's rho Price Correlation Coefficient -.053 .000 .000 
Sig. (2-tailed) .321 .999 .997 

N 347 347 347 
C Kendall's tau_b Price Correlation Coefficient .160** .174** .154** 

Sig. (2-tailed) .003 .001 .003 
N 180 180 180 

Spearman's rho Price Correlation Coefficient .225** .245** .210** 
Sig. (2-tailed) .002 .001 .005 

N 180 180 180 
**. Correlation is significant at the 0.01 level (2-tailed). 

5.6.3.5 Summary of the analyses at Agile Grid 

Agile Grid was the only case firm among those tested where the analyses indicat-
ed that certain customer groups could actually be paying more for faster COLT. 
This was indicated by the significant negative Pearson’s correlation for customer 
4 at the 0.05 level (2-tailed) in Table 44 and for customer segment B at the 0.01 
level (2-tailed) in Table 45. Kendall’s and Spearman’s correlations analyses sup-
ported the observation, even though not all of these correlation analyses indicated 
significant negative correlations concurrently. Despite this, the analyses supported 
the results from the interviews, where it was claimed that faster COLTs are given 
to customers who are requesting them with price premiums. Based on the inter-
views and order delivery data analyses, it could be claimed that Agile Grid is us-
ing premium pricing for faster COLTs for some of its customer groups. 
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Table 44.  Summary of the correlation directions and significances from the 
customer level analyses at Agile Grid. 

Period 1 Period 2 
Customers COLT TTPT POLT COLT TTPT POLT 

1 
Pearson's - - - ++ +++ ++ 
Kendall's + + + ++ ++ + 
Spearman's 0 + + ++ ++ + 

2 
Pearson's - - -       
Kendall's - - -       
Spearman's - - -       

4 
Pearson's -- - --- -- - - 
Kendall's - + - -- - - 
Spearman's - + - -- - - 

5 
Pearson's +++ +++ +++       
Kendall's +++ +++ +++       
Spearman's +++ +++ +++       

6 
Pearson's - - -       
Kendall's - - -       
Spearman's - - -       

7 
Pearson's       +++ +++ +++ 
Kendall's       +++ +++ +++ 
Spearman's       +++ +++ +++ 

8 
Pearson's       + + + 
Kendall's       - - - 
Spearman's       - - - 

9 
Pearson's + + + ++ + ++ 
Kendall's +++ + ++ ++ ++ + 
Spearman's +++ + +++ ++ ++ + 

+++ = Significant positive correlation at level 0.01 (2-tailed) 

++ = Significant positive correlation at level 0.05 (2-tailed) 

+ = Positive correlation 

--- = Significant negative correlation at level 0.01 (2-tailed) 

-- = Significant negative correlation at level 0.05 (2-tailed) 

- = Negative correlation  
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Table 45.  Summary of the correlation directions and significances from the 
customer segment level analyses at Agile Grid. 

Period 1 Period 2 
Customer segments COLT TTPT POLT COLT TTPT POLT 

A 
Pearson's + ++ + + + + 
Kendall's +++ +++ +++ + + + 
Spearman's +++ +++ +++ + + + 

B 
Pearson's --- - --- + + ++ 
Kendall's - - --- - - - 
Spearman's - - --- - 0 0 

C 
Pearson's + + + +++ +++ +++ 
Kendall's + + + +++ +++ +++ 
Spearman's + + + +++ +++ +++ 

+++ = Significant positive correlation at level 0.01 (2-tailed) 

++ = Significant positive correlation at level 0.05 (2-tailed) 

+ = Positive correlation 

--- = Significant negative correlation at level 0.01 (2-tailed) 

-- = Significant negative correlation at level 0.05 (2-tailed) 

- = Negative correlation  

One of the main reasons for the fluctuations of the correlation results and signifi-
cances could be that the shorter COLTs were not always premium priced. As was 
claimed in the interviews, the shorter COLTs were not premium priced if expedit-
ing the order could be done through their normal capacity plans. If one is to inves-
tigate more closely the change of Pearson’s correlations between the periods, for 
example at the customer segment level, it can be seen in Table 46 that the change 
was to positive correlation figures. Even though the direction of the Pearson’s 
correlation for customer segment A was towards being slightly negative, it was 
still positive (0.168). Customer segment B, which had significant negative Pear-
son’s correlation coefficient (-0.175) at the 0.01 level (2-tailed), was identified to 
have positive Pearson’s correlation coefficient (0.059) during the second period. 
Also customer segment C had a positive increase in the calculated Pearson’s cor-
relation coefficient from the first to second period.  
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Table 46.  Price and lead time Pearson’s correlation changes between the 
first and second period.  

 
Customer segment (change from 1st  2nd period) 

COLT 
change 

TTPT 
change 

POLT 
change 

A Price Pearson Correlation (+ +) -0.020 -0.018 0.026 
  N (-) -27 -27 -27 
B Price Pearson Correlation (- +) 0.234 0.214 0.300 
  N (+) 67 67 67 
C Price Pearson Correlation (+ +) 0.258 0.298 0.268 
  N (-) -210 -210 -210 

As shown in Table 46, the only customer segment with negative Pearson’s corre-
lation  coefficient  was  customer  segment  B in  the  first  period  (-).  During  the  se-
cond period the calculated Pearson’s correlation between the price and COLT had 
turned positive (+). At the same time, customer segments A and C  still had had 
positive Pearson’s correlation between price and COLT. This indicated that the 
price premiums that appeared to exist during the first period for customer segment 
B had disappeared. Now the analyses indicated that customer segments were like-
ly to be paying more for deliveries that had longer COLTs. The root cause for this 
might not be explained by the quantitative data analyses, however Table 47 ought 
to give an indication as to why the situation between the first and second period 
changed so dramatically. 

Table 47.  Changes in price, COLT, TTPT and POLT in percentages 
between the first and second period of analyzed order delivery 
data.  

Change from 1st to 2nd period Mean   
Price 0.25 % 
COLT (Customer order lead time) -46.03 % 
TTPT (Total throughput time) -77.87 % 
POLT (Promised order lead time) -34.04 % 

While the mean price between the first and second period changed only by 0.25 
percent, the mean COLT reduced by more than 46 percent during the second pe-
riod. The mean TTPT reduced even more drastically, by close to 78 percent, from 
the first period. Also the decreased COLTs and TTPTs were acknowledged in the 
sales department and mean POLTs were reduced by more than 34 percent. This 
could be just a coincidence, but comparing these changes with the information 
received from the interviews and data analyses, this could well be the result of 
being able to satisfy customer requirements faster through standard processes. 






































































































































