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ABSTRACT

The purpose of this paper is to test the Arbitrage Pricing Theory (APT) using monthly
data for Finnish stock returns during the 1970-1986 uermd The first stage involves
estimating the systematic risks for each asset using factor analysis. The sccond stage
invelves testing by transformarion analysis if the number and stucture of factors which
influence the security returns femain unchanged across various time periods, The third
stage involves testing the implications of the APT using cross-sectional regression
analysm

1. INTRODUCTION
1.1, Backround

The Capital Asset Pricing Model (CAPM), developed by Treynor (1961), Sharpe (1963
and 1964), Lintner (1965}, Mossin (1966) and Black (1972), is a simple and elegant
model for pricing risky zssets, CAPM is an equilibrium model, and in the CAPM, the
systernatic risk of an asset is defined to be the covariability of the asset with the market
portiolic. CAPM has been the central topic in the empirical work in finance over the past
twenty years. Empirical tests of CAPM have produced mixed results, The most powerful
evidence in support of CAPM are the findings of Black, Jensen and Scholes (1972),
Fama and McBeth (1973) and Foster (1978). They found that portfolios with higher
estimated betas also have higher realized returns. The critical point in the estimation of
CAPM is the difficuiry of measuring the true market portfolio (more about the importance
of a relevant data base in empirical research see Ball and Foster 1982). Stock market
indices are usually used as a proxy of true market portfolio. Miller and Scholes {1972)
found that the results are not very sensitive to the choice of stock market index. The result
seems to be directly contrary to the result presented by Roll (1977). Roll presented that
CAPM is extremely sensitive to the choice of a market proxy (see also Ball 1978: 110-
126). Roll's critique goes further. He casts serious doubts on the testability of the
CAPM iself. The CAPM is not testable unless the exact composition of the mue market
portiolio is used in the tests.

The Arbitrage Pricing Theory (APT) formulated by Ross (1976) provides ancther model
for explaining the relatonship between return and risk. The APT is based on similar
intition as CAPM, but it is more general. The CAPM assumes that a return of any
securiry will be linearly related to a single common factor, 0 a retern of the market
portfolio, whereas APT assumes that a security returmn is a linear function, net only of
one, but of 2 set of common factors. The normal empirical procedure to test APT is the

following: First, & factor analysis procedure is nsed to identify the number of factors and
the factor loadings from daily, weekly or monthly time series. Second, the estimate
factor loadings are used to explain the cross-sectional varfadon of astimated expected
TELUTDS.

Unfortunately, there are many problems in testing of APT. An intensively discussed
problem is how to decide the correct number of priced factors, It has been found that the
nuzmber of significant factors is an increasing function of the size of the groups analyzed
(Dhrymes, Friend and Guliekin 1984, and Dhrymes, Frend, Gultekin and Gultekin
1985). There are also some additional methodological probicms with the vse of factor
analysis (Elton and Gruber 1987: 343 - 354). First, the decision as how many factors to
exmact has been made subjsctively. Second, there is no guarantee that factors are
produced in a particuler ¢rder. Third, there is no meaning to the signs of the PaTAmEIEers.

In our opinion, the most relevant questions in testing the APT is neither the guestion how
to determine the "correct number" of the priced factors in different samples nor the
questor in what kind of order factors are produced in those samples. We may get the
same number of factors in different samples or in the same sample in different time
periods but the content or empirical interpretation of the factors do not neeessarily remain
as the same in those groups. Therefore, it is very important o find such common factors
which are the same across different samples during the same time petiod (cross-sectional
studies) or across different time periods in the same sampls irrespective of what is the
number of those factors or in what order the factors are produced. Transformation
analysis offers us a versatile methodology with which 1t is possible w© study the stability
and invariance existing among different factor structures {for business applications of
mansformation analysis see YI-Oll and Virtanen 1990).

1.2. The purposes of the study
The purposes of this study are:
1. 10 describe briefly the APT,

2, 10 1est the APT using monthly time series data of the Finnish firms quoted on
the Helsinkd Stock Exchenge,

3. in testing the APT, the main effort is made to test, using wansformation
analysis, the stability of the factor structure over time. That means:
wansformation analysis teils us if the content of the factors remains the same in
different time pericds (The empirical content or interpretation of the factors




could be for example market portfolio, unexpected inflation etc. Quite clearly,
however, the mansformation znalysis can tell us if the content of the faciors
remains the same but it does not tell what the content explicitely is).
Analogously, we can find, using transformation analysis, if there are the same
cornmon factors {the empirical interpretation of the factors being the same) in
different samples. In our analysis, therefore, it is not a problem if the factors in
different samples are not produced in a partcnlar order.

THE APT-MODEL

I

The Arbitrage Pricing Theory, originally formutated by Ross (1976) predicts that on the
perfectly competitive and frictionless stock markets the stock return is a linear function of
a certain number, say k, economic factors. So, the APT starts with the assumpdon that
Teturns on any stock, Ry, are generated by a k-factor model of the form (see e.g. Rall
and Ross 1980, 1076-1082):

(2.1) Riy; = ERy) +bi1 81+ byodar + ot DB T Eip o

where E(Rj), I = 1,2,..n, is the expected returmn of the swck i, ﬁj, j=1,2,....k, are
unobserved econcmic factors, byj is the senstdvity of the secusity i to the economic factor
J and g are the idiosyncratic risks of the stocks. In addition, we assume that E@p=0
for j=12...% E(g) =0 for i=12,..n, Elgep) =0 for ish, and E(ﬁiz) = c.;z <

oo

Ross (1976) has shown that if the number of stocks is sufficiently large the foliowing
linear risk-return relationship can be written:

(2.2) ERp = Ag+Aibp + biiz +o.t lkbm

where Aqy is a constant riskless rate of return (the common return on all zero-beta stocks)

Ay j=12...k, represents, in equilibrium, the risk premium for the jth factor.

In equation (2.1) each stock i has a unique sensitivity bi}- to each factor ﬁj but any factor
-8 has a value that is the same for all stocks. These common factors capture the
systematic components of risk in equation (2.1). Therefore, any g affects necessarily
more than one security return. In the other case it would have been compounded in the
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unsysiematic component of the risk, i.e. in the residuai term ;.

In order o test the Arbitrage Pricing Theory we have in principle two alternative
aproaches 1o test the model (2.1):

First, we could try to specify a prior, on the basis of the theory, the general factors that
explain pricing in the stock market. Such macroeconomic variables could be e.g. the
spread between long-term and short-term interest rates, expectsd and unexpected
inflation, industrial production and spread between high- and low-grade bonds (see Chen,
Rell and Ross (1985). In the thin Finnish stock market such variables could he e.g.
aggregate future cash-flow of the firms, interest rate of bank deposits or return of the state
bonds, the supply of meney, and inflation (see Virtanen and Y1i-Oli 1987). In the case
we have factors based on economic theory the estimation procedure should be as follows.
In the first stage, 1ime series regressions are run for each series of stocks {(portfolios) to
esimate sach stock's (portfolio’s) sensitivities bij to macroeconomic variables. Then the
risk premia :kj are estimated by ronning a cross-sectional regression for each fime period
examined. In every cross-sectional regression the average returmn of stocks is used as the
dependent variable and the sensitivities of the securities as independent variables,

"The more general and alse much more problematic approach is to estimate the bjj and

unknown factors 51' simultaneously by factor analysis. In that case a theory does not tell,
& priori, what is the exact content or even the number of relevant factors, Without any
theery & decision how many factars to extract from the data has to be made subjectively or
by statistical criteria. When we have obtained systematic components of the sk, bij' the
risk premia ?LJ- are estimared again using cross-sectional regressions.

In a factor analysis approach we have many methodological problems. First, there are no
meaning 1o the signs of the factors produced by factor analysis. Second, the scaling of
bij's and lj's is arbitrary. Third, there is no guarantee that factors are produced in a
particular order when analysis is performed on separate sampies (sec Elton and Gruber
1987:336-352). In addition, we have serious difficulties when we 1wy 1o decide what is
the correct number of priced factors. Dhrymes, Friend, Gultekin and Gultekin (1985)
used samples of different sizes (30, 60 and 90 stocks) and they found that the number of
significant factors is an increasing function of the size of the group analyzed.

In our opinicn, a very importan: but non-discussed and non-anaiyzed problem is the
queszion i the contenss of the factor stricrures in different samples during the same tme
period or the contents of the factors in the same sample in different time periods are the
same. In this paper we use a method which makes it possible to analyze the stability of
factor structures across different samples in the same time period or across different time
periods in the same sample. It is not important in this method whether the factors ip
different samples are produced in a particular order or not. The only limitation is that we



have the same number of factors in different samples. Afier that we can find such

common factors which have the same contents, ie. the same empirical interpretation for
different samples.

3. DATA AND STATISTICAL METHODS

The purpose of this study was 10 test, using Finnish data, the Arbiwage Pricing Theory,
especially the stability of factor patterns between differsat time periods. In Fintand, on the
Helsinki Stock Exchange, we have three commonly used indices, Unitas and KOP stock
market indices published by two Finnish commercizal banks and a return index developed
by Berglund, Wahlroos and Grandell (1983). From the theoretical point of view, the
retarn index developed by Berglund, Wahlroos and Grasdell is the best measure and also
selected for our research. This index also includes the dividend component whereas
Unitas and KOP indices are pure price indices.

The empirical verification of the APT and the stabiliry analysis require both a large sample
- in terms of number of securities and also a long time period. We have in use monthly
values of selected indices from February 1970 to December 1986, The first sample
consists of the shares of 30 firms (Appendix 1}. The sample includes all shares which
have been quoted on the Helsinki Stock Exchange during the entire sample period. For
the stabiliry analysis the whole period is divided into three subperiods: subperiod 1
inclodes years 1970-1975, subperiod 2 years 1976-1980 and subperiod 3 years 1981-
1986. Stability analysis requires the same firms throughout the whole period 1o be
examined Therefore the firms in the first sample are the same for each subperiods. At the
end of the period the total number of quoted firms was 59 (at the moment the number of
different securities is much larger). The selection method for the first sarple introduces 2
survival bias because the sample includes only the firms having continuons monthly datz
during the entire sample period. To escape this bias towards long-lasting firms also
another sample was selected. This second sample includes the returns of 30 most traded
stocks for each subperiod {the firms for the second sample are not giver in Appendix 1,
because the sample is a bit different for each scbperiod). However, these two samples
inciode in the main the same firms. Comparing the results from different samples it is
possible to conclude how sensitive the results are 1o the choice of the firms in the sample.

The main statistical methods vsed in the study are factor analysis, regression analysis and
transformadon analysis. Factor analysis and regression analysis are usual tecniques in
business applicarions. Transformation analysis, on the contrary, has bsen mainly applied
“only in Fianish sosiological research. Therefore, this paper contains 2 shor: description of
this muitivariaie method.

The degree of stability in factor patterns has been traditionally measured  with comelation
or congruence coctficients (the same coefficients are used in measuring the stability of
esdmaied betas; see. e.g. Blume (1571)). Both of thess measures give an index for the
similarity of twe different factor solutions in terms of the pattern of correlations among
factor loadings across all varizbles in the reduced factor space. For the dissimilar part of
these factor solutions these indices are, however, pnable 1o describe and explain the
reason for the non-invariant part prevailing in these factor solutions (see YH-OlLi and
Virtanen 1983: 25},

Y1-Ol (1983) introduced the use of ransformation analysis for determining the degree
and nature of medinm-term stability exhibited by the factor patterns of the financial ratios.
This approach was further applied and deepened by Y1i-Oll and Virtanen (1983).

Originally transformation analysis (initiated by Ahmavaara (1963) and further developed
by Ahmavaara (1966) and Musmwnen (1966); most applications exist in the area of Finnish
sosiological research) was developed to compare factor solutions between two different
groups of abjects. Y1-Oli {1983) and YE-OlH and Virtanen (1985 and 1990) have used
the technigue to compare two different factor solutions ameng the same group of objects,
the two factor solutions being based on measurements made during two different time
periods. In the following we sketch ont the general idea behind rransformation analysis
{according to the papers of Y1i-Olli and Virtanen 1983 and 1950).

Letus assume that we have two groups of observatdons Gj and Gz: with the same
variables, both by number and content. Let L1 and Lo be the factor matrices for Gy
and Gg, respectively, Let us further assume thar the factor models used in deriving 14
and L7 are both orthogonal and have the same dimension, pxr, say.

If there exists invariance berween the two factor stroctures, there exists 2 nonsingular rxr-
matrix T such that equation ) ’

(3.0 Ly = L1Tqo2

helds. Mawix Ty is called the wansformation matrix (between L and Lo, orin
direction G1 > Ga). If equation (3.1) holds exactly, it means that the factor sructures in
groups Gi1 and Gp are, up to a linear transformation, invariant, all the variables have
the same empirical meaning in different groups. Depending on the type of the
mansformation matrix T1g, the formation of the factors from the variabies and thereby
the interpretation of the factors either is preserved (T19 is the identity marrix I) or it
changes (T2 has alsc non-zero off-diagonal elements).

In practice, situation (3.1) will not be reached, but, after matrix T has been estimated,



we have Lo % L1 Tq9. The goodness of fit criterion for the model (3.1) may be based
on the residual marrix .

(32) Epp=L1Tip-La.

Non-zerp elements in £{2 mean that the empirical meaning of the variables in question
has changed. This is called abnormal transformation.

The main probiem in wansformation analysis is the esimaton of the matrix T19. The
estimation methods are in general based on the minimization of the sum of squares of the
tesiduals ejj (the elements of the residual marrix Ej7). This is the common method of
least squares. The problem is to minimize

(3.3) BEs> 1 =01 LiTia-Lall

1

wace (L1 Tio-Ly) Ly Ty - L)

Depending on additional constrains.set for the mamix Ty, we have three different
estimation methods, ie. three transformatdon analysis models (see e.g. Y1i-Olli and
Virtanen 1985). Of these three techniques, the symmetric fransformation analysis is the
most popular one. Itis also applied ir this study.

With correlation and congruence coefficients one can only measure the degree of
similarity of two factor solutons {(correlations or congruences among factor loadings).
This is aiso possible via wransformation analysis (coefficients of coincidence on the main
diagonal of the transformatior matrix}. In addition to this we obtain 2 regression type
mode! for shifting of variables from one factor to another (normal or explained
transformation). This is revealed by non-zero off-diagonal elements in the ransformation
matrix and indicates interpretatively changes for the factors in question. And finally, large
elements in the residuai marrix indicate abnormal or unexplained transformation between
the two factor solutions. This means that the empirical content of the ¢orresponding
variables has changed. Further, this abnormal transformation can be appointed to separate
variables or to separate factors.

4. EMPIRICAYL RESULTS

At the beginning we examine some statistical properties of stock returns between
different subperiods. First, Appendix 2 (Tables 2.1 - 2.2) shows that the mean and

variance of the variables are not time invariant. Especially the nuil hypotheses of equal
variances between subperiods could be rejected in a large number of firms. However, the
unambiguous tests of the Arhitrage Pricing Theory require, in principle, that the first two
moments of return series are time invariant (see e.g. Diacogiannis (1986): the security
return distributions at the London Stock Exchange were not intertemporally stationary),
Secornd, equilibrium models of security markets are usually based on the assemption of
normally distributed security returns, However, the empirical researches have shown that
the distributions of individual daily retarns are skewed. Intertemporal aggregation to
monthly returns has reduced the skewness only slightly (see e.g. Roll and Ross
1980:1095-1096). Table 2.3 (Appendix 2) shows that the null hypotheses of normaily
distributed returns could be rejected among most firms examined. The non-stationarity
and non-normality in retumn series indicate that the empirical results must be interpreted
with relatively high caution.

The following step in our etnpirical analysis is w0 use factor analysis procedure to identify
the number of factors affecting equilibrium returns, This procedure has been very
problematic because it has been shown that the number of factors discovered depends
e.g. on the size of the groups of securities one deals with (see Dhrymes, Friend and
Gultekin 1584: 345-346). The esimarion of factors can be carried out by different factor
analytic methods. In this study we use the principal component method and varimax
roaton thereafter.

The following step is 10 divide the whole sample period into three subperiods and to
identify the number of factors affecting equilibrium remums during these subperiods. In
this research we ty to find such common faciors which are smble for different
subperiods (and among different groups). For this purpose we first extracted three, four,
five, six and seven factor solurions for each subperiod. Cumulative proportions of total
variance explained (of the unrowied factor paterns) are presented in Table 1.

Table 1.  Cumuladve prepertions of wl variance explained.

Sample 1 Sampie 2
1970-75  1976-80 ° 1981-86 1970-75 1976-80 1981-86

FACTOR1 0.382 0.335 0.302 (.402 0.306 0.304
FACTOR2 0.473 0.451 0.405 0.475 0.441 0.393
FACTOR3 0.533 0.543 0.482 0.532 0.537 0.468
FACTOR4 0.589 0.608 0.551 0.586 0.600 0.531
FACTORS 0.638 0.663 0.611 0.633 0.651 0.588
FACTORSE 0.680 0.70% 0.656 0.678 0.654 0.637
FACTOR7? 0.717 0.744 0.698 0718 0.732 0.677
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Cattell s scree tests (Appendix 3, Figures 1-3) show that we can find 2-5 different factors
for each subperiod, The t-tests presented in Table 2 seem to confirm the common factor
interpretation, However, we have no ebsolute guarantee that the factors extracted have the
same interpretation when the analysis is performed on separate subperiods, Le. we can
not be sure that the presented factors are those common faciors we try 10 identify.

Table 2.  Number of stocks (N=30) associated with each factor at the 3 per cent
level of significance {two-tailed t-test),

Nuomber of
Subperiod  factors FACTl FACT2? FACT3 FACT4 FACTS FACT6 FACTY

1 4 24 18 15 7 - - -
3 22 18 13 10 2 - -

& 19 18 13 i0 5 1 -

7 19 17 16 9 3 5 1

2 4 21 18 12 ) - - -
5 19 15 14 7 5 - .

& 20 15 14 11 4 5 -

7 16 12 12 8 9 5 5

3 4 13 20 16 11 - - -
3 13 18 16 7 3 - -

[ 15 17 13 8 8 4 -

7 13 15 12 g 7 4 1

Table 3.  Transformarion matrix between the factor patterns of remurns (subperiod 1
vs. subperiod 2; three-factor solution).

: Subperiod 2
P Factor 1 2 3
Sub- 1 0.985 -0.145 0.097
period 2 0.166 0.947 0273
1 3 -0.052 0.285 0.957

Table 4.  Transformation matix between the factor patterns of returns (subperiod 2
vs. subperiod 3; three-factor solution).

Subperiod 3
Factor 1 2 3
Sub- 1 0.220 0.975 (.009
period 2 0.973 -.220 0.001
2 3 -(.003 -0.009 1.000

11

In the following, only results obtained from sample 1 (shares guoted at the Helsinki
Stock Exchange during the whole period exarmined} are presented. Sample 2 {containing
30 most traded stocks during each subperiod) was used to contol a possible survival
bias in the results of sample 1. The results were, however, very similar in both samples.

Next we measure, using ransformation analysis, the stability of factor patterns over time.
The conclusion about stabiliry is based on the coefficients on the main diagonal of the
transformation matrix provided that factors in different samples are produced in the same
order. The numerical vatues of those coefficients are very close 1o cne when the factor
structure over time is stable. Tables 3 and 4 present the transformation matrices between

Table 3. Residual matrix E{7 and abnormal transformation for subperiod 2 {three-
factor solution).
Abnormal
wansformation

Firm Factor 1 Factor 2 Factor 3 tiz
Kop -0.291 0.084 -0.110 0.104
SYP 0.089 -0.010 -0.374 0.148
POHIOLA 0.521 -0.116 -(.464 0.500
EFFOA -0.324 0.108 -(.212 0.161
KESKO 0.063 -0.066 0.539 0.2%9
STOCE. 0.264 -0.366 0.728 0.757
TAMRO 0.245 -0.014 0.099 0.070
ENSCO 0.171 0.15% -0.179 0.086
FISK. -0.080 -0.213 0.028 0.033
HUHTAM. -0.056 0.060 0.071 0.012
KAJAANI -0.089 -0.015 0.202 0.049
KEMI 0.301 0.242 -0.104 0.222
KONE -0.065 0.114 -0.256 0.083
KYMMENE 0.088 -0.281 -0.020 0.087
LASSILA -0.569 -0.141 0.510 0.603
LOHJA 0.274 -0.227 -0.068 0.131
METSAL. 0.352 0.287 0.027 0.212
NOKJA 0.050 -0.025 -0.028 0.004
OTAVA 0.099 -0.103 -(0.243 0.079
PARTEK 0.084 -0.192 -0.121 0.058
RAUMA-R. 0.084 0.110 0.091 0.027
ROSENLEW -0.010 -0.374 0.362 0.271
SCHAUMAN -0.116 -0.464 0.604 0.593
SERLACHIUS 0.108 -0.212 0.093 0.063
SUOMEN 8S. -0.066 (.539 0.180 0.327
SUOMEN TR. -0.3%6 0.728 -0.124 0.702
TAMEELT -0.014 0.099 0.084 0.017
TAMPELLA 0.15% -0.179 -0.061 0.061
WARTSILA -0.213 0.028 0.268 0.118
YHTYNEET 0.060 0.071 -(.272 0.083

Abnormal
transformation s3-2 1.623 1.906 2.454 5.084
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three-factor solutions of subperiods 1 and 2, and of subperods 2 and 3, respectively.
The results show that the stability of factors is very high during different subperiods. This
means we have found at least three very stable factors. Table 4 also shows that
subperiods 2 and 3 have produced the first and the second factor in different order. That
means the first and second factor have changed their places in the third subperiod ag
compared to the second subperiod. Tables 5 and 6 present the residual martrices berween
subperiods 1 and 2 and between subperiods 2 and 3, respectively. The residual matrices
show that any remarkable abnormal wansformation does not exist {there are no large non-
zero elements in the matrices).

Table 6.  Residual matrix E3 and abnormal transformmation for subperiod 3 (three-

factor solution),
Abnormal
transformation

Firm Factor Factor Factor tiz

KGFP 0.157 0.144 0.025 0.047
SYp 0.010 0.227 -0.128 0.068
POHIOLA 0.102 0.23¢ 0.185 0.097
EFFOA -0.510 0.052 0.017 (0.263
KESKO 0.129 0.174 -0.234 0.102
STOCE. 0.187 0.244 0.464 0.310
TAMRO -0.045 - -0.657 -0.271 0.07%
ENSO -0.471 -0.106 0.359 0.362
FISKARS -0.336 0.254 0.178 0.209
HUHTAM, 0.125 -0.066 -0.186 0.054
KAJAANI -0.526 0.649 -0.103 0.708
EEMI -0.365 0.192 -0.272 0.244
KONE 0.431 -0.537 0.353 0.598
KYMMENE 0.064 - -0.103 0.196 0.033
LASSILA 0.338 -0.043 0.070 0.121
LOHIA 0.066 -0.142 -0.187 0.059
METSAL. 0.383 -0.247 0.076 0.213
NOKIA -0.065 -0.217 -0.029 - 0.052
OTAVA 0.521 -0.304 0.184 0.397
PARTEK 0.650 0.044 -0.050 0.067
RAUMA-R. 0.146 0.025 0.122 0.037
ROSENLEW 0.227 -0.128 0.039 0.070
SCEHAUMAN 0.230 0.185 0.025 0.088
SERLACHIUS 0.052 0.017 0.203 0.044
SUOMEN 8§. 0.174 -0.234 -0.063 (.089
SUOMEN TR. 0.244 0.464 -0.560 0.589
TAMFELT -0.057 -0.271 0.229 0.129
TAMPEILA -0.106 0.359 -.150 0.163
WARTSILA 0.254 0.178 0.366 0.230
YHTYNEET -0.066 -0.186 0.345 0.158

Abnormal
transformation sz 2.143 1.873 1.626 5.642
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Table 7.  Transformation matrix between the factor patterns of returns (subperiod 1
vs. subperiod 2; four-factor solution).

Subperiod 2
Factor 1 2 3 4
Sub- 1 0.813 0.533 -0.206 0,111
period 2 -0.368 0.779 0.383 333
1 3 0.368 -0.298 0.220 0.853
4 0.261 -(.141 0.873 -0.387

Table 8.  Transformation matrix berween the factor patterns of remurns (subperiod 2
vs. subperiod 3; four-factor solution).

Subperiod 3
Factor 1 2 3 4
Sub- 1 0.944 -0.143 0.292 0.052
period 2 0.212 0,542 -0.243 0.097
2 3 -0.194 0.302 0.844 -0.399
4 -(.161 0.041 0.379 0910

Tables 7 and & present, for four-factor solutions, the transformation matrices berween
subperiods 1 and 2 and between subpericds 2 and 3, respectvely. The results show that
the factor structure remains very stable also in the case of four-factor solutions.
However, compared to the three-factor solutions the factor structure between the second
and third subperiod now seemss to be slightly more stable than between the first and
second subperiod. In the case of three-factor solotions the result was opposite. In
addition, the four-factor solution produces the factors in the same order during the
second and third subpericd. Respectively, the third and fourth factor have changed their
positions between the first and second subperiod. Residual matrices for four-factor
solutions are given in Tables @ and 10. The matrices show also now only minor
abnormal transformation.

Appendix 4 shows the results for five~ and six-factor solutons. Tables 4.1-4.4 present
the anformation matrices and Tables 4.5 - 4.8 the corresponding residual matrices. The
coefficient of coincidence on the main diagonal ( if factors are produced in the same order)

‘show considerable instability for five- and six-factor sclutions.
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Table 9.  Residval mamix Eqp and abnormal transformation for subperied 2 (four-

. Table 10. Residual mamix E1y and abnormal transformarion for szbperiod 3 (four-
factor solution). -

facter solution).

Abnormal
Factor ransformation _ Abnormal
E ; 5 3 4 2 Pactor transfo’l’:manon
i y i Firm 1 2 3 4 i2
KOpP -0.056 - -0.034 €.129 0.023 0.022 KOP 0.309 0180 0036  -0.015 0.130
SYP -0.033 0.253 -0.27% -0.249 0.205 SYP 0.281 0.124 0.054 -0.096 0.106
POHIOLA (.393 -0.070 -0.114 0.146 0.154 POHIOLA - 0.015 0.556 -0.175 0.002 0.340
EFFOA -0.360 0.089 -0.136 0.258 0.222
-0.132 . -0. -0.024 0.093
EFFOA 0.13 0.246 8 izi g ii,? 0.348 KESKO 0.087 0.044 -0.004 -0.122 0.024
KESKQ -0.038 0277 -0.26 - : STOCK. 0264 0451 0091 0117 0295
STOCK. -0.005 -0.502 0.084 0.429 0.443 TAMRO 0.023 -0.653 0.216 0.312 0.571
TAMRO 0.051 0.334 -0.335 0.276 0.317 ENSO -0.260 -0.414 0.530 0.244 0.579
ENSO 0.071 0.161 0.020 0285 0.113 FISKARS 0.403 0.354 0.110 -0.134 0318
” HUHTAM. 0.195 -0.312 -3.072 0.313 0.233
FISKARS -0.213 -0.009 -(.243 -0.047 0.106 KATAANI 0.005 0.045 0010 -0.020 0.003
HUHTAM. -0.093 -0.085 0.163 -0.043 0.044 KEMI -0.317 0.471 0,583 0.20% 0.705
KATJAANI -0.241 0.167 0.147 0.079 0.i14 KONE 0.078 -0.138 0.108 0.299 0.126
KEMI 0214 0.358 -0.011 0.090 0.i82 KYMMENE -0.021 -0.273 G.210 0.171 0.150
a LASSILA 0.487 -0.406 $.303 0.012 0.495
KONE 0.204 -0.356 0.431 -0.745 0.909 ‘ LOHITA 0135 0.082 0.07¢ 0201 0.071
KYMMENE -0.037 G.122 -0.206 -0.093 0.067 METSAL. 0,038 0.007 0.322 0.073 0.110
LASSILA -0.532 -0.187 -0.017 0.589 0.663 NOKIA 0.063 -0.417 0.02¢ 0.016 0.179
LOHIA 0.30% 0.006 -0.269 -0.110 0.180 g{g&z{ -8.34(7) 3.198 8;22 -g%g; gtliii
A - - -0.21 172 . 0. .
METSAL. 0.013 0.570 0.064 0.402 0.491 RAUMAR. 0180 0.056 015 0.093 0.043
NOKIA -0.061 e o Gl4r o 0247 0.099 ROSENLEW 0124 0054 -0.096 0023 0.028
OTAVA -0.430 0.521 -0.302 0.004 0.564 SCHAUMAN 0.336 -0.175 0.002 -0.040 0.342
PARTEK 0.210 -0.139 -0.366 0.072 0.203 SERLACHIUS 0.08% -0.136 0.258 0.203 0.134
SUOMEN 8. 0.044 -0.004 -(.122 -0.004 0.017
RAUMA-R. -Q. . . 0. 0.028
0s W g 024 0.129 g gi; g 223 0.258 SUOMEN TR. 0.451 0.091 0.117 -0.517 0.492
ROSENLE 253 0219 -0 232 : TAMFELT -0.653 0216 0312 0118 0584
SCHAUMAN -0.070 -0.114 0.146 -0.097 0.048 TAMPELLA -0.414 0.530 0.244 0258 0.578
SERLACHIUS 0.246 -0.128 -0.024 -0.1381 0.110 WARTSILA 0.354 0.110 -0.134 -0.338 0.270
SUIOMEN 8. 0277 -0.264 0.447 0.231 0.460 YHTYNEET -0.312 -0.072 0.313 0.257 0.266
- )
TorET . oms 03 omé 00 oas oo
' by ‘ e : mansformation 52 2.573 . . 1.197 8.243
TAMPELLA 0161 0020 -6285 0032  0.109 ormanon 2530 1943
WARTSILA -0.009 -0.243 -(.047 0.421 0.238
YHTYNEET -C. . -0.04 -0.130 0.053
0.085 0.163 0.043 Se, the analysis presented shows that the stability of factor structure over time is best
Abnormal for three-factor soluton {and also quite good for four-factor solutions). First, the factor
transformation Sj‘?‘ 1.620 1.679 1.614 2.311 7.523 structures are very stable according to the transformation matrices. Second, the Cattel's

scree-tests and eigenvalues also support the results obtained by the transformation
analysis (Appendix 3).
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The following step involved examining the effect of factors on equilibrium returns. In
cross-sections the dependent variable is the monthly mean rerurn and the independent
variables are factor loadings from factor analysis. The OLS regression cosfficients would
be the estimated risk premia. There 18 no meaning to the signs of the parameters in factor
analysis and the scaling of the factors and then also of regression coefficients is arbirary.
Therefore, only the staristical significance of regression coefficients is relevant instead of
thelr numerical values.

The results of the cross-sectional regressions are presented in Tables 11 and 12, They
show that at least two different factors are priced, and the third and fourth factor have
only a bit more explanatory power compared to the two-factor solution. On the other
hand, the transformation analysis showed that we can extract three or four factors with
the same content in different subperiods. The seeming inconsistency of the resals rises
from the fact that mansformation analysis gives the number of the factors which have the
same content in different subperiods. Regression analysis on the other hand gives the
number of priced common factors. So, the transformation analysis gives the maximum
number of priced common factors, i.e. the content of factors is the same in different tme
periods. Ir is possible that some very stable factors extracted by factor analysis are so
firm- or industry-specific that their t-steristic 1s so low in cross-sectional regression that
they are not commen. However, it is very important to remember that transformation
analysis is necessary in testng if the contents of factors in different subperiods are the
sSame.

Tabte 11. Regression analysis estimates,

dependent variable: average monthly retumn for security
independent variables: factor loadings (k=3)

(t-values in parantheses)

Sub- Coefficients of
period Constant Factl Fact2 Fact3 R-square F
1 0.0257 -0.6067 -0.0164 -0.0078 0.235 2.664
(5.354) (-1.122)  {-2.766) (-1.347)
2 0.01%96 -0.0237 -0.0170 -0.6038 0.489 §.263
(4.536) (-4.160)  (-2.875) (-0.574)
3 0.0185 00111 0.0097 0.0039 0.128 1.276
(4.115) (1.712) (1.388) (0.540)
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Table 12. Regression analysis estimates.

dependent variable: average moenthly return for securiry
independent variables: factor loadings (k=4

(t-values in parantheses)

Sub- Coefficients of
pericd  Constant Fact] Factz Fact3 Facid R-square F

1 0.0172 0.0017  -0.0107 -0.0002  0.0081 0.269 2302
(2.486) (0.145)  (-1.574y (-0.025) (1.285) _

2 0.0199 -0.024  -0.0150 -0.009t  0.0051 0.537  7.240
(3.584} (-3.912) (-2.241) (-1.391)  (C.740)

w

0.0165 0.0125 0.0116 0.0052  0.0036 0.133  0.959
(2.609) (1.649)  {1.483) (0.580) (0.4453)

Finally, we perform the test of APT against the "own variance” effect and the "firm size”
effect (see Nai-Fu Chen 1983:1403-1409). The apparently significant explanatory power
of the own variance suggests that APT may be "false”, because investors should be able
to diversify away the nonsystematic par of variance, that is, it shonld not be priced. The
small firm effect has attracted attention in research (sze Reinganum 1981 and Nai-Fu
Chen 1983). Small firms seem to have higher risk-adjosted average returns than large
firms. The dependent variable in Table 13 is residual term of equation (2.2) (three-factor
case}. Respeetive dependent variable in Table 14 is the residual term of equation {2.2) in
four-factor case.

Table 13. Regression analysis estimares.

dependent variable: error term of the equation (2.2); three factors
independent variables: variznce of the returns, size of the firm

(r-values in parantheses)

Sub- Coefficients of
period Conszant vatiance size R-square F
1 -{.0069 1.7606 3.0000 0.233 4.008
(-2.501) {2.861) (0.242)
2 -0.0018 0.8774 -0.000G 0.0845 1.245
0.718) (1.338) (-0.377)
3 0.0027 0.5873  -0.0001 0.1513 2.406

{0.638) (0.073) (-2.102)
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Tabie 14. Regression analysis estimates.

dependent variable: error term of the equation (2.2); four factors
independent variables: variance of the returns, size of the firm

(t-values in parantheses)

Sub- Coefficients of
period Constant variance size R-square F
1 -0.0036 1.0235 -0.0000 0.0950 1.416
(-1.273) (1.609)  (-0.286)
2 -0.0021 0.9874 -0.0000 0.1059 1.600
(-0.863) (1.550} (0.365)
3 0.00295 -0.0237 -0.0001 0.1412 2.220

(0.701) (-0.029) (-2.046)

The resulits show that during the first subperiod the own variance of the stock remrns
seetns to have a slight explanatory power. The explanatory power becomes weaker when
we go from the three-factor soludon to the four-factor sojution. This is parallel to our
earlier interpretation that there seem to be three or even four priced factors although they
are not all common facters. Finally, during the third subperiod we can find a slight size
effect.

The resuits presented above have been extracted from the sample which includes all
shares quoted at the Helsinki Stock Exchange during the whole period examined. At the
end of the peried the number of the firms was much larger. Thar is why we selected the
second sample containing the returns of 30 most traded stocks for each subperiod.
However, these two samples inciuded mostly the same firms. Therefore also the resuits
were very similar and the tables for the second subperiod have not been presented in the
paper (during the third subpericd the values of t-statistics were a slight higher in the
secand sample).

5. SUMMARY

The main purpose of this study was 1o test the APT using monthly time series data of
Finnish firms quoted on the Helsinki Stock Exchange and, as a part of this, especially to
test, using transformation analysis, the stability of the factor sructure over timc: Thar
means: transformation analysis tells us if the content of the factors remains the same in
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different tme perieds (and in principle also in different samples during the same tme
period).

At the beginning of the empirical part of our research we saw that the mean and variance
of the retwns were not fully time inveriant In addition, hypotheses of normally
distributed returns could be rejected among many firms examined. This indicates that the
empirical results must be interpreted with moderate caution.

The empirical verification of the APT involved in the first stage the estimation of the
systematic risks for each asset using factor analysis. The second stage involved testing by
ransformation analysis if the number and structure of factors remained unchanged or
stable across different time periods. For stability analysis the whole period (from
February 1970 to December 1986) was divided into three subperiods: 1970-1975, 1976-
1980 and 1981-1986. The factor and transformation analysis showed thar we had ar least
three very stable factors. Also the four factor solution was guize stble.

The next step involved examining the effects of factors on equilibrium returns. The results
of the cross-secdonal regression showed that we had at least two different faciors which
were priced. The third and fourth factor had only a slight additional explanatory power as
compared to the two-facror solution. As a summary we can state that wansformation
analysis gave us the maximum number of stable factors which preserved the same content
across different time perieds and could thus serve as the common priced facrors.

* Regression analysis then gave us the final number of common priced factors.

Finally, we found that the "own variance" and "the firm size" had only a shight
explanatery power on equilibrium returns after the two or three priced factors. The
analysis was carried out using the residual term of cross-sectional returns as the
dependent varizble in regression analysis.
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APPENDIX 1. STOCKS INCLUDED IN THE STUDY APPENDIX 2. STATIONARITY IN RETURN SERIES

Sample 1.  (Same for all periods.)

Xop = KANSALLIS-OSAKE-PANKKI Table 2.1. Numbers of stocks (N=30) in which the null hypothesis, Hp: means from
SYP = UNION BANK OF FINLAND subperiods are equal, conld be rejected {two-tail t-test).
POHIOLA = POHIOLA
EFFOA = EFFOA Significance 1.vs. 2. 1. vs. 3. 2, vs, 3
KESKO = KESKO - level subpericd subperiod subperiod
STOCK. = STOCKMANN 0 0 7 23
TAMRO = TAMRO . .03 7 7 17
ENSO = ENSO-GUTZEIT 01 2 3 13
FISK. = FISKARS
HUHTAM. = HUHTAMAKI
KAJAANI = KATAANI
KeEMI = EEMI
XONE = KONE
EKYMMENE. = KYMMENE
LASSILA = LASSILA & TIKANOIA
LOMHIA = LOHJA ‘
METSAL. = METSALITTTO Table 2.2. Numbers of stocks (N=30) in which the null hypothesis, g variances
NOKIA - NOKIA from subperiods are equal, could be rejected (F-test).
OTAVA = QTAVA Signif ) 5 . 3 N 3

B ignificance .vs. 2. . vs 3. . VS,
EiRUTIfiR - ;iRUﬁf_REPOLA level subperiod subperiod subperiod
ROSENLEW = W.ROSENLEW 10 16 16 20
SCHAUMAN = SCHAUMAN 02 1 1 1
SERLACHIUS = G.A. SERLACHIUS
SUOMEN §. = FINNISH SUGAR ) s
SUOMEN TR. = SUOMEN TRIKOO -
TAMEELT = TAMFELT
TAMPELLA = TAMPELLA
WARTSILA = WARTSILA
YHTYNEET = UNITED PAPER MILLS

Subperiods used in the smdy and numbers of monthly returns (sample 2.)

Subperied 1: 1.2.1970 - 31.12.1975 N=70
Subperiod 2: 1.1.1976 - 31.12.198C N=5%
Subperiod 3: 1.1.1981 - 31.12.1986 N=T71
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Table 2.3. Test of normality in stock returns (Shapiro - Wikk's W-test statistics). APPENDIX 3. SCREE TESTS FOR THE NUMBER OF FACTORS TO

BE EXTRACTED
EIGENVALUE
1970-75 1976-80 1981-86 12
KOP 0.960 0882 0981 “i k
SYP 0.043%x 0.977 0.897** ad |
POHJOLA 0.928** 0.955 0.946%* j i
EFFOA 0.972 0.904%% 0.829%* o
KESKO 0.930%* 0.972 0.981 |
STOCK. 0.942%* 0.899%* 0.873%* e
TAMRO 0.953% 0.785%* 0.783%> A
ENSO 0.978 0.979 0.829%x ]
FISK. 0.975 0968 . 0.933%* o ‘
HUHTAM. 0.894%¥ 0.717%+ 0.913%= 1
KAJAANT 0.970 0.915%* 0.713%* 51 \
EEMI 0.955% 0.968 0.905%* ]|
KONE 0.804%x 0.512%% 0.936%* +] \
KYMMENE 0.939%* 0.982 0.573 o
LASSILA 0.920%* 0.963 0.957* 31 1i
LOHJA 0.952* 0.979 0.972 |
METSAL. 0.816%% 0.738%x 0.763%+ 2
NOKIA 0.979 0.961 0.556% )
. OTAVA 0.669%* 0.804%* 0.878%% ]
PARTEK 0.954% 0.835%= 0.913%* od
RAUMA-R, 0.953* 0.975 0.925%* 3 ” p
ROSENLEW 0.933%* 0.987 0.953* ) FACTORS : 3
SCHAUMAN 0.969 0.963 0.981 Figure 1. Subperiod 1.
SERLACHIUS 0,888+ 0.928%+ 0.834%%
SUOMEN 8. 0.912%* 0.901** 0.942%*
SUOMEN TR. 0.906 0.017%* 0.975
TAMFELT 0.941%x 0.860%* 0.928%*
TAMPELLA 0.966 0.980 0.890%= BIGENVALUE
WARTSILA 0.920%x 0.893 %+ 0.956* ! I
YHTYNEET 0.918%* 0.956* 0.975 o] 1
3
Hpy:  retumns are normally distributed . S:F
% Hy will be rejected at 0.01 risk level : P
*  Hg will be reiected at 0.05 risk level 74
.
s
d |
24
14
UJ
0 g —
. FACTORS @ ®

Figure 2, Subperiod 2.



APPENDIX 4, TRANSFORMATION AND RESIDUAYL MATRICES

EIGENVALUE FOR FIVE- AND SIX-FACTOR SOLUTIONS

104
J

gj Table 4.1. Transformation matrix berween the factor patterns of ramurns (subperiod 1

‘\ vs. subperiod 2, five-factor solution).

81 :

- 1 ‘\ ) Subperiod 2
|
i
0

' Factor 1 3 4 5

38}

6

0.643 0.651 0.135 -0.377 -0.046
-0.287 0.647 0.175 0.683 0.052
0.340 -0.159 0.047 0.213 0.901
0.454 -0.365 0.525 0.448 -0.384
-0.380 -0.003 0.321 -0.382 0.190

5
Sub-
period

s
n s b=

(X}

j
]
'
!

Table 4.2. Transformation matrix between the factor patterns of rerurns {subperiod 2

o vs. subperiod 3, five-factor solution).
19 20 a0
FACTORS Subperiod 3
Figure 3. Subperiod 3. ' Factor 1 2 3 4 3

1 0.612 -0.309 0.647 -0.002 0.333

Sub- 2 0.275 0.847 -0.070 -0.173 0.415

period 3 0.558 0.228 -0.073 0.428 -0.669

2 4 -0.430 0.361 0.754 -0.034 -0.339

) -0.231 0.068 0.051 0.887 6.391

Table 4.3. Transformation matrix between the factor patterns of returns (subperiod 1
va. subperiod 2, six-factor solution).

Subperiod 2
Factor 1 2 3 4 5 6

-0.325 0.751 0.404 0.086 0.148 -0.371
0.138 -0.152 0.764 -0.501 -0.312 0.1€1

1 0.506 0.119 0.226 0.716 -(.405 0.047
Sub- 2 0.775 0.344 -0.138 -0.351 0.266 -0.070
period 3 0.048 -0.405 0.427 0319 0.741 -0,027
1 4 -0.122 0.341 0.01% 0.06% 0.187 0.510
5
6
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Table 4.4. Transformation matrix between the factor patterns of Teturns (subperiod 2

vs. subperiod 3, six-factor solation). Table 4.6. Residual matrix Ez3 and abnormal transformation for subperiod 3 {five-

factor solution).
Subperiod 3
Factor i 2 3 4 5 6
Abnormal
1 0.233 0.620 0.011 -0.226 0.538 0.47G Fi , Fagtor . 5 transforr,r!-2 ation
Sub- 2 0.833 -0.184 0.401 -0.210 -0.254 0.008 wm 1 - 4
period 3 0.279 0.559 -0.143 0.324 -0.01% -0.690
2 4 -0.184 0.387 0.462 0.453 ~0.513 0.375
3 -0.188 20137 0.745 0.130 0.536 -0.295 . Kop 0.419 0263 -0.020 -0.039 0.120 0264
i 0.321 0.321 .0.225 0.756 0.313 0.275. SYP 0.258 0.121 G.148  -0.188 0.046 0,141
POHIOLA 0.119 0.380 -0.166 0.112 0.028 0,206
EFFCA -0.429 0.028 -0.227 0.365 0.101 0,380
KESKO 0.080 0.037 0.044 0147 -0.124 0.047
STOCK. 0.343 0.250 0.223 0115 -0.23C (.295
Table 4.5. Residval mamix Ej4 and abnormal transformation for subperiod 2 (five- TAMRO 0174 -0.208 0.037 0.086 0.225 0.133
factor solution). ENSO -0.216 -0.071 0.406 0.050 0.038 0.279
Abnormal FISKARS 0.137 0.340 0.086 -0.050 -0316 0.246
Factor transformation HUHTAM. 0.17¢  -0.087 -0.128 0.066 0.463 0.277
Firm 1 2 3 4 5 2 KATAANI -0.240 0.001 0.318  -0.136  0.336 0.290
: KEMI 0.057 0436 -0.730 -0.166  -0.425 0.933
KONE 0.464 0219 -0.238 0.405 —8.2’%4_} 8282
KYMMENE -0.249 (148 0.170 0.274 12 2
KOP 0095 -0.145 G170 0074 0066 0.069 LASSILA 0322 -0.404 0313 0226 0010 0416
SYD 0609 0251 -0.223 -0.039 -0.302 0205 LOHIA 0053 0085 -0114 0160 -0.191  0.088
EFFO_A -0.023 0.190 -0.076 0.011  -0.148 0.065 NOKIA 0.196  -0.336 0122 -0.052 0.252 - 0.2332
KESKO 0.006 0.454  -0.377 0.207 0474  0.616 OTAVA 0.574 0.371 0.638 0114 -0.220 0.935
STOCK. -0.099 0333 -0.148 0400 0393 0.457 PARTEK 0336 0164 6281  -0004 .0048 0173
ENSO 0015 Q043 0230 -0.410 -0.108 0234 ROSENLEW 0.121 0148 -0.188 0.046 -C.100  0.084
FISKARS 0233 0000 -0203 0007 -0.045  0.09% SCHAUMAN 0380 0166 0312 0038 0122 0207
HUHTAM. 0032 0110270 0319 0160 - 0.221 SERLACHIUS ~ 0.028 -0.227 0365 0101 0258  0.262
A AANT D20 Qv 0252 boas o 0070 DM SUOMEN . 0.037 0044 -0147 0124 0093  0.049
: S 0162 010t 0213 0.360 SUOMENTR. 0250 0223 0115 -0230 -0270 0251
KYMMENE -0.026  0.049 0.129  -0.331  -0.093 0.139 ) ’ ’ ) 6as )
= : . . : : TAMPELIA -0.071 0.406 0.090 0.038 -0.625 0.57G
LASSILA -0.543 0212 0.103 0.015 0.602 0.712 WARTSILA 0.340 0.096 -0.050 -0.316 -0.097 0.236
LOHJA, 0271 0078 -0.117 -0.300 -C.008  0.183 YETYNEET 0087 0128 0086 0488 0281 037
METSAL. 0.010 0.512 0.150 0.046 0.264 0.357 . ’ ) ’ ’ ’
NOKIA 0055 G013 0.360 -0.120 -0.292 0.232
T Gm o oo em 4w oom s
2710 0034 O -0.225 1 22 .
ROSENLEW 0.251  -0.223 -0.039 -0.302 0340 0321
SCHAUMAN -0.117  -0.230 0.425 -0.127 0135 0.302
SERLACHIUS 018G -0.076 0.011  -0.148  -0.082 0.071
SUOMEN 8§, 0.454  -0.377 0.207 0.474 0.008 0.616
SUOMEN TR. -0.333 -0.148 0.400 0.363 0.133 0.463
TAMFELT 0.286 -0.202 -0.284 0.408 -0.178 0.401
TAMPELLA 0.045 0230 -0.410 008 0215  0.281
WARTSILA 0.000 -0.203 0.007 -0.045 0509 0302
YHTYNEET -0.141 0270 -0319 0160 -0.092 0.229
Abnormal

transformation sz 1.531 1.785 1.717 1.888 1.889 8.210
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Table 4.7. Residual mamix B3 and abnommal transformarion for subperiod 2 (six- Table 4.8. Residual matrix Ep3 and zbnormal wansformation for subpericd 3 (six-
factor solution). factor solution).
Abnormat Abnormal
Factor transformason Factor transformation

Fim 1 2 3 4 3 é 42 Firm 1 2 3 4 5 & G
KOP -0.359 0.155 -0.142 0.106 -0.089 -0.117 0.206 KOP 0.142 0065 -0.069 0.207 0.235 0.002 0.128
SYP 0.046 -0.158 0.217 -0.064 0.074 -0325 0.190 SYP 0.158 0266 -C.203 --0.220 0.003 0.451 0.389
POHIOLA 0.261 -0.266 -0.132 0.416 0.088 -0.041 0338 POHIOLA 0.394 0.586 -0.306 0.178 -0.036 Q114 0.702
EFFOA -0.347  -0.029  0.231 -0.050 0.034 -0.061 D.122 EFFQA -0.363  0.129  0.200  0.129  0.020 -0.496 0451
KESKC -0.047 0370 0472 0.252 (0154 0336 0563 KESKO 0.225 -0.17% 0.230 -0.128 -0.028 -0.101 0.163
STOCK. 0.506 -0.170 -0.197 0.354 0,191 0510 0.743 STOCE. -0.157 0250 0.143  0.083 -0.225 0274 0.240
TAMRC 0.331 -0.216  0.240 -0.242  0.189 0326 0.409 TAMRO 0.233 -0.278 0.410 -0.116 0.146 -0.263  0.403
ENSC -0.015 0.279 0091 -0.514 -0.052  0.075  0.339 ENSO <0338 -0062 0452 -0.047 -0.086 0225 (0.387
FISXARS 0.147 -0.107  0.229 -0.109 -030C1 0.096  0.197 FISKARS -0.033  0.112 -0.195 0.433 -0.165 0215 0.313
HUHTAM. 0.010 0300 0.060 -0.387 -0.235 0284 0376 HUHTAM. 0.116 -0.033° -0.117 0055 0.449 -0.092 0.241
KAJTAANI 0.091 -0316 0306 -0.117 -0.057 0.197 (.257 KAJAANI -0.375 0210 0.398 -0.030 -0.313 0.364 0.5735
KEMI 0.581  (€.199 -0.244 -0.171 0211 0.050 0513 KEMI -0.317 -0.101 -0.187 -0.063 0.641 -0.207 0.603
KONE -0.050  -0.058  0.180 -0.1%0 -0.205 -0.089 0.125 KONE 0.567 -0.426 -0.081 0.310 0.080 -0317 0714
EYMMENE 0.113  0.138 0.085 -0.256 -0.307 -0.149  (0.221 EYMMENE -0.173 -Q.146  0.101 0,357 -0.105 0117 0.214
LASSILA -0.233 -0.607 0.109 -0.086 0065 0359 (0.812 LASSILA 0.662 -0.092 -0.182 0.017 -0.288%8 -0.143 (0.611
LOMHIA 0.034 -0.047 -0.090 0508 -0.314 0.061 0372 LOHIA 0.083 -0.089 -0.142 -0288 0214 -0213 0209
METSAL. 0.539  0.093 0.090 -0.125 0,140 0.11%9 0.356 ’ METSAL. -0.122  0.022 0371 0.031 -0.022 0028 0.155
NOKJA -0.017 -0.019 0.423 -0.100 -0.262 -0.125 0.274 NOKIA -0.257 -0.244  0.223  0.113 -0.312 0260 0.353
QTAVA 0.166 -0.501  0.264  0.087 -0.2835 -0.211  0.498 OTAVA -0.159  0.166 0205 0.070 0383 -0297 0.334
PARTEK 0.07% 0130 -0.294  0.258 -0.233  0.136 (0.249 PARTEK -0.176  0.274  0.153 -0.127 -0.047 -0.100 0Q.158
RAUMA-R. 0.135 -0.142  0.106 -0.089 -0.117 0.032 0.078 RAUMA-R. 0.069 -0.069 0207 0235 0002 0061 0112
ROSENLEW 0158 0217 -0.064  0.074 -0.325 0391 0.340 ROSENLEW 0.266 -0.203 -0.220 0003 0451 -0.082 0.37)
SCHAUMAN -0.266 -0.132 0.416 0.088 -0.041 -0.298 0.359 SCHAUMAN 0.586 -0.396 0.178 -0.036 0.114 0.124 (.562
SERLACHIUS -0.02¢ 0.231 0050 0.034 -0.061 -0.194 (.00¢ SERLACHIUS 0.129 0200 0.129 0.020 -0.4%6 0138 0.339
SUOMEN §. 0370 0472 0232 0154 0.336  (.147  (.382 SUGMEN §, -0.179 0230 -0.128 -0.028 -0.101 Q102 0.123
SUOMENTR. -0.170 -0.1%7 0.354 -0.191 0.510 -0.023 §.490 SUOMEN TR.  0.250 0.143 0.083 -0.225 0274 -0265 0.286
TAMFELT 0216 0240 -0242  (0.169 0.320 -0.090 0.308 TAMEELT -0.278 0410 -0.116 0.146 -0.263 -0.499 0.598
TAMPELLA 0.27%  0.091 -0.514 -0.052 0.075 -0.014 0.359 TAMPELLA -0.092 0452 -0.047 -0.086 0225 -0.634 0.675
WARTSILA -0.107  0.229 -0.109 -0.301 0.096 0312 0.273 WARTSILA 0.112 -0.195 0433 -0.165 0215 0.024 G.312
YHTYNEET 0300 0.000 -0387 -0.235 0284 -D266 (.447 YHTYNEET -0.033 -G.117  0.055  0.44% -0.092 -0.306 (.321
Abnormal wans- Abnarmal trans-

formation sz 1.985  1.840 1.939 1.634 1.477 1703 10.578 formation Sj'z 2.422  1.806 1.626 1.082 1992 2115 11.043



